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Language is for communication



“Some of the dots are in the circle”



“Some of the dots are in the circle”

Option 1 Option 2



Nevertheless, figuring out what an individual word means can be a surprisingly difficult puzzle. In
Quine’s (1960) classic example, he considers an anthropologist who observes a white rabbit running
by. One of his subjects points and says ‘‘gavagai.’’ Even assuming that the anthropologist interprets the
pointing gesture as a signal of reference (Tomasello, 2008; Wittgenstein, 1953), he must still infer
which property of the rabbit the word refers to. Some properties may be logically impossible to distin-
guish from one another—think ‘‘rabbit’’ and ‘‘undetached mass of rabbit parts.’’ But beyond these
philosophical edge cases, even useful properties can be strikingly difficult to distinguish: how can
he decide between ‘‘rabbit,’’ ‘‘animal,’’ ‘‘white,’’ ‘‘running,’’ or even ‘‘dinner’’? We can think of this as
an easy—but perhaps more common—version of the Quinian puzzle: For any known referent (the rab-
bit), there are many conceptually natural referring expressions that include the referent in their exten-
sion (Gleitman & Gleitman, 1992).1 Our argument here is that many of these can be ruled out on
pragmatic grounds, by considering the communicative context and the goals of the speaker.

Language learners have many tools at their disposal to help them limit the possibilities, including
patterns of consistent co-occurrence (Yu & Smith, 2007), the contrasting meanings of other words they
have learned (Clark, 1988; Markman & Wachtel, 1988), and the syntactic structure in which the word
appears (Gleitman, 1990). In the current work, however, we consider cases where these strategies are
ineffective, yet learners can nevertheless infer word meanings by considering the speaker’s commu-
nicative goal.2 These are cases where the pragmatics of the situation—roughly speaking, the fact that
a particular communicator is trying to achieve a particular goal in this context, and that he or she is fol-
lowing a rational strategy to do so—help in inferring word meaning. In our Quinian example, the intui-
tion we are pursuing is that the anthropologist may consider information necessary in the context in
assigning a tentative meaning to ‘‘gavagai.’’ If the white rabbit is tailed by a brown one, perhaps ‘‘gava-
gai’’ means WHITE, while in the absence of such a context, a basic level object label might be more
appropriate.

Fig. 1. An example stimulus item for our experiments. The arrow represents a point or some gesture that signals that the
dinosaur on the right is being talked about, but does not give away which aspect of it is being referred to. In our experiments,
the goal of the learner is to infer whether a novel word (e.g. ‘‘dax’’) means BANDANNA or HEADBAND.

1 This easy puzzle is of course distinct from the harder version, the ‘‘true’’ Quinian puzzle: that there are infinitely many
conceptually possible referring expressions that include the referent in their extension, and some of these are extensionally
identical.

2 We use the term ‘‘inference’’ to distinguish between the process of figuring out what a word means and the later retention of
that meaning. Retention is a necessary component of learning (and there may be cases, for example ostensive naming, where
retention is the only component of learning). Nevertheless, we are interested here in the process of inference in ambiguous
situations. We also note that the use of the term ‘‘inference’’ does not connote to us that the psychological computation is
necessarily symbolic or logical. Statistical inferences of the type described below can be instantiated in probabilistic logics, neural
networks, or just about any other formalism (MacKay, 2003).
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Nevertheless, figuring out what an individual word means can be a surprisingly difficult puzzle. In
Quine’s (1960) classic example, he considers an anthropologist who observes a white rabbit running
by. One of his subjects points and says ‘‘gavagai.’’ Even assuming that the anthropologist interprets the
pointing gesture as a signal of reference (Tomasello, 2008; Wittgenstein, 1953), he must still infer
which property of the rabbit the word refers to. Some properties may be logically impossible to distin-
guish from one another—think ‘‘rabbit’’ and ‘‘undetached mass of rabbit parts.’’ But beyond these
philosophical edge cases, even useful properties can be strikingly difficult to distinguish: how can
he decide between ‘‘rabbit,’’ ‘‘animal,’’ ‘‘white,’’ ‘‘running,’’ or even ‘‘dinner’’? We can think of this as
an easy—but perhaps more common—version of the Quinian puzzle: For any known referent (the rab-
bit), there are many conceptually natural referring expressions that include the referent in their exten-
sion (Gleitman & Gleitman, 1992).1 Our argument here is that many of these can be ruled out on
pragmatic grounds, by considering the communicative context and the goals of the speaker.

Language learners have many tools at their disposal to help them limit the possibilities, including
patterns of consistent co-occurrence (Yu & Smith, 2007), the contrasting meanings of other words they
have learned (Clark, 1988; Markman & Wachtel, 1988), and the syntactic structure in which the word
appears (Gleitman, 1990). In the current work, however, we consider cases where these strategies are
ineffective, yet learners can nevertheless infer word meanings by considering the speaker’s commu-
nicative goal.2 These are cases where the pragmatics of the situation—roughly speaking, the fact that
a particular communicator is trying to achieve a particular goal in this context, and that he or she is fol-
lowing a rational strategy to do so—help in inferring word meaning. In our Quinian example, the intui-
tion we are pursuing is that the anthropologist may consider information necessary in the context in
assigning a tentative meaning to ‘‘gavagai.’’ If the white rabbit is tailed by a brown one, perhaps ‘‘gava-
gai’’ means WHITE, while in the absence of such a context, a basic level object label might be more
appropriate.

Fig. 1. An example stimulus item for our experiments. The arrow represents a point or some gesture that signals that the
dinosaur on the right is being talked about, but does not give away which aspect of it is being referred to. In our experiments,
the goal of the learner is to infer whether a novel word (e.g. ‘‘dax’’) means BANDANNA or HEADBAND.

1 This easy puzzle is of course distinct from the harder version, the ‘‘true’’ Quinian puzzle: that there are infinitely many
conceptually possible referring expressions that include the referent in their extension, and some of these are extensionally
identical.

2 We use the term ‘‘inference’’ to distinguish between the process of figuring out what a word means and the later retention of
that meaning. Retention is a necessary component of learning (and there may be cases, for example ostensive naming, where
retention is the only component of learning). Nevertheless, we are interested here in the process of inference in ambiguous
situations. We also note that the use of the term ‘‘inference’’ does not connote to us that the psychological computation is
necessarily symbolic or logical. Statistical inferences of the type described below can be instantiated in probabilistic logics, neural
networks, or just about any other formalism (MacKay, 2003).
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word learning scenarios, suggesting a possible unification between single-trial ‘‘pragmatic’’ inferences
(described here) and multi-trial ‘‘cross situational’’ inferences (Frank, Goodman, & Tenenbaum, 2009;
Yu and Smith, 2007).

Nevertheless, the encoding of context in that model remains as schematic as the one presented
here, leaving richer representations of context as another challenge for future work. In more complex
environments we expect that performance (especially children’s performance) would suffer. Toward
the goal of understanding this prediction, Vogel, Emilsson, Frank, Jurafsky, and Potts (2014) presented
a model that relied on a neural-network representation of pragmatic reasoning and showed more
graded generalization across contexts. The focus of that work was on understanding the depth of par-
ticipants’ pragmatic reasoning (how deeply they reason about others’ beliefs), but the same model
might provide a platform for understanding how pragmatic computations would scale to larger or
more naturalistic scenarios.

Children can make many partial solutions to the Quinian puzzle of ambiguity, employing strategies
from cross-situational observation to disambiguation with prior linguistic knowledge, and such strat-
egies can be very helpful. Yet there are still many examples where they fail, including the cases stud-
ied here. We have argued that cases where other strategies fail may still be disambiguated by
considering the speaker’s pragmatic goals. In fact, as we have argued elsewhere (Frank, Goodman, &
Tenenbaum, 2009), this consideration of the speaker’s communicative goals may form a broader
strategy for language acquisition, accounting for other phenomena as a byproduct of statistical
inference over social representations.
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Appendix A. Materials

Stimulus items for all four target items in each of the experiments are shown in Fig. A.1. For each
stimulus item (robots, dinosaurs, rockets, and bears), there were two possible features: robots had an
antenna and a screen, dinosaurs had a bandanna and a headband, rockets had an antenna and a
window, and bears had a club and a headdress.

Fig. A.1. One version of all four stimuli for target trials in Experiments.
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“This is a robot with a fep”

Option 1: “fep” means antenna 

Option 2: “fep” means swirly chest thing



Gricean pragmatics (e.g. Grice, 1975)

• Speakers are cooperative and choose their utterances to convey certain 
meanings


• Listeners should assume this when interpreting the speaker’s utterances


The maxim of relation: says things that are relevant


Person A: What time is it?


Person B: My phone is out of battery

The maxim of manner: try to be clear and brief, avoid obscurity and ambiguity


A: Where do they live?


B: Somewhere just outside of Edinburgh



• Communication is another inference problem: inferring hidden causes of 
observable behaviour 


The Rational Speech Act model

• Medicine: hidden cause = illness, observable = symptoms


• Word learning: hidden cause = word meaning, observable = labelling


• Frequency learning: hidden cause = word frequency, observable = word use


• Communication: hidden cause = intended meaning, observable = utterances

P(intended meaning | what you said)



The Rational Speech Act model

PListener(intended meaning | utterance)

 PSpeaker(utterance| intended meaning) P(intended meaning)∝

PSpeaker(utterance | intended meaning)

 PListener(intended meaning | utterance) P(utterance)∝

Is there any way out of this loop of listeners and speakers reasoning endlessly 
about one another reasoning about one another reasoning about one another…?



Literal listener 
L0



Literal listener 
L0

Pragmatic speaker 
S1



Literal listener 
L0

Pragmatic speaker 
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Pragmatic listener 
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Core features of the RSA model

• Communication involves inferring hidden causes of observable behaviours


• It’s an inference problem


• Speakers design utterances for their listeners in order to convey an intended 
meaning


• Hearers assume that speakers are doing this



Literal listener 
L0



Starting with the literal listener, L0

• “I like the dinosaur wearing the headband”

Nevertheless, figuring out what an individual word means can be a surprisingly difficult puzzle. In
Quine’s (1960) classic example, he considers an anthropologist who observes a white rabbit running
by. One of his subjects points and says ‘‘gavagai.’’ Even assuming that the anthropologist interprets the
pointing gesture as a signal of reference (Tomasello, 2008; Wittgenstein, 1953), he must still infer
which property of the rabbit the word refers to. Some properties may be logically impossible to distin-
guish from one another—think ‘‘rabbit’’ and ‘‘undetached mass of rabbit parts.’’ But beyond these
philosophical edge cases, even useful properties can be strikingly difficult to distinguish: how can
he decide between ‘‘rabbit,’’ ‘‘animal,’’ ‘‘white,’’ ‘‘running,’’ or even ‘‘dinner’’? We can think of this as
an easy—but perhaps more common—version of the Quinian puzzle: For any known referent (the rab-
bit), there are many conceptually natural referring expressions that include the referent in their exten-
sion (Gleitman & Gleitman, 1992).1 Our argument here is that many of these can be ruled out on
pragmatic grounds, by considering the communicative context and the goals of the speaker.

Language learners have many tools at their disposal to help them limit the possibilities, including
patterns of consistent co-occurrence (Yu & Smith, 2007), the contrasting meanings of other words they
have learned (Clark, 1988; Markman & Wachtel, 1988), and the syntactic structure in which the word
appears (Gleitman, 1990). In the current work, however, we consider cases where these strategies are
ineffective, yet learners can nevertheless infer word meanings by considering the speaker’s commu-
nicative goal.2 These are cases where the pragmatics of the situation—roughly speaking, the fact that
a particular communicator is trying to achieve a particular goal in this context, and that he or she is fol-
lowing a rational strategy to do so—help in inferring word meaning. In our Quinian example, the intui-
tion we are pursuing is that the anthropologist may consider information necessary in the context in
assigning a tentative meaning to ‘‘gavagai.’’ If the white rabbit is tailed by a brown one, perhaps ‘‘gava-
gai’’ means WHITE, while in the absence of such a context, a basic level object label might be more
appropriate.

Fig. 1. An example stimulus item for our experiments. The arrow represents a point or some gesture that signals that the
dinosaur on the right is being talked about, but does not give away which aspect of it is being referred to. In our experiments,
the goal of the learner is to infer whether a novel word (e.g. ‘‘dax’’) means BANDANNA or HEADBAND.

1 This easy puzzle is of course distinct from the harder version, the ‘‘true’’ Quinian puzzle: that there are infinitely many
conceptually possible referring expressions that include the referent in their extension, and some of these are extensionally
identical.

2 We use the term ‘‘inference’’ to distinguish between the process of figuring out what a word means and the later retention of
that meaning. Retention is a necessary component of learning (and there may be cases, for example ostensive naming, where
retention is the only component of learning). Nevertheless, we are interested here in the process of inference in ambiguous
situations. We also note that the use of the term ‘‘inference’’ does not connote to us that the psychological computation is
necessarily symbolic or logical. Statistical inferences of the type described below can be instantiated in probabilistic logics, neural
networks, or just about any other formalism (MacKay, 2003).
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Nevertheless, figuring out what an individual word means can be a surprisingly difficult puzzle. In
Quine’s (1960) classic example, he considers an anthropologist who observes a white rabbit running
by. One of his subjects points and says ‘‘gavagai.’’ Even assuming that the anthropologist interprets the
pointing gesture as a signal of reference (Tomasello, 2008; Wittgenstein, 1953), he must still infer
which property of the rabbit the word refers to. Some properties may be logically impossible to distin-
guish from one another—think ‘‘rabbit’’ and ‘‘undetached mass of rabbit parts.’’ But beyond these
philosophical edge cases, even useful properties can be strikingly difficult to distinguish: how can
he decide between ‘‘rabbit,’’ ‘‘animal,’’ ‘‘white,’’ ‘‘running,’’ or even ‘‘dinner’’? We can think of this as
an easy—but perhaps more common—version of the Quinian puzzle: For any known referent (the rab-
bit), there are many conceptually natural referring expressions that include the referent in their exten-
sion (Gleitman & Gleitman, 1992).1 Our argument here is that many of these can be ruled out on
pragmatic grounds, by considering the communicative context and the goals of the speaker.

Language learners have many tools at their disposal to help them limit the possibilities, including
patterns of consistent co-occurrence (Yu & Smith, 2007), the contrasting meanings of other words they
have learned (Clark, 1988; Markman & Wachtel, 1988), and the syntactic structure in which the word
appears (Gleitman, 1990). In the current work, however, we consider cases where these strategies are
ineffective, yet learners can nevertheless infer word meanings by considering the speaker’s commu-
nicative goal.2 These are cases where the pragmatics of the situation—roughly speaking, the fact that
a particular communicator is trying to achieve a particular goal in this context, and that he or she is fol-
lowing a rational strategy to do so—help in inferring word meaning. In our Quinian example, the intui-
tion we are pursuing is that the anthropologist may consider information necessary in the context in
assigning a tentative meaning to ‘‘gavagai.’’ If the white rabbit is tailed by a brown one, perhaps ‘‘gava-
gai’’ means WHITE, while in the absence of such a context, a basic level object label might be more
appropriate.

Fig. 1. An example stimulus item for our experiments. The arrow represents a point or some gesture that signals that the
dinosaur on the right is being talked about, but does not give away which aspect of it is being referred to. In our experiments,
the goal of the learner is to infer whether a novel word (e.g. ‘‘dax’’) means BANDANNA or HEADBAND.

1 This easy puzzle is of course distinct from the harder version, the ‘‘true’’ Quinian puzzle: that there are infinitely many
conceptually possible referring expressions that include the referent in their extension, and some of these are extensionally
identical.

2 We use the term ‘‘inference’’ to distinguish between the process of figuring out what a word means and the later retention of
that meaning. Retention is a necessary component of learning (and there may be cases, for example ostensive naming, where
retention is the only component of learning). Nevertheless, we are interested here in the process of inference in ambiguous
situations. We also note that the use of the term ‘‘inference’’ does not connote to us that the psychological computation is
necessarily symbolic or logical. Statistical inferences of the type described below can be instantiated in probabilistic logics, neural
networks, or just about any other formalism (MacKay, 2003).

M.C. Frank, N.D. Goodman / Cognitive Psychology 75 (2014) 80–96 81

| “headband”) = ?

Nevertheless, figuring out what an individual word means can be a surprisingly difficult puzzle. In
Quine’s (1960) classic example, he considers an anthropologist who observes a white rabbit running
by. One of his subjects points and says ‘‘gavagai.’’ Even assuming that the anthropologist interprets the
pointing gesture as a signal of reference (Tomasello, 2008; Wittgenstein, 1953), he must still infer
which property of the rabbit the word refers to. Some properties may be logically impossible to distin-
guish from one another—think ‘‘rabbit’’ and ‘‘undetached mass of rabbit parts.’’ But beyond these
philosophical edge cases, even useful properties can be strikingly difficult to distinguish: how can
he decide between ‘‘rabbit,’’ ‘‘animal,’’ ‘‘white,’’ ‘‘running,’’ or even ‘‘dinner’’? We can think of this as
an easy—but perhaps more common—version of the Quinian puzzle: For any known referent (the rab-
bit), there are many conceptually natural referring expressions that include the referent in their exten-
sion (Gleitman & Gleitman, 1992).1 Our argument here is that many of these can be ruled out on
pragmatic grounds, by considering the communicative context and the goals of the speaker.

Language learners have many tools at their disposal to help them limit the possibilities, including
patterns of consistent co-occurrence (Yu & Smith, 2007), the contrasting meanings of other words they
have learned (Clark, 1988; Markman & Wachtel, 1988), and the syntactic structure in which the word
appears (Gleitman, 1990). In the current work, however, we consider cases where these strategies are
ineffective, yet learners can nevertheless infer word meanings by considering the speaker’s commu-
nicative goal.2 These are cases where the pragmatics of the situation—roughly speaking, the fact that
a particular communicator is trying to achieve a particular goal in this context, and that he or she is fol-
lowing a rational strategy to do so—help in inferring word meaning. In our Quinian example, the intui-
tion we are pursuing is that the anthropologist may consider information necessary in the context in
assigning a tentative meaning to ‘‘gavagai.’’ If the white rabbit is tailed by a brown one, perhaps ‘‘gava-
gai’’ means WHITE, while in the absence of such a context, a basic level object label might be more
appropriate.

Fig. 1. An example stimulus item for our experiments. The arrow represents a point or some gesture that signals that the
dinosaur on the right is being talked about, but does not give away which aspect of it is being referred to. In our experiments,
the goal of the learner is to infer whether a novel word (e.g. ‘‘dax’’) means BANDANNA or HEADBAND.

1 This easy puzzle is of course distinct from the harder version, the ‘‘true’’ Quinian puzzle: that there are infinitely many
conceptually possible referring expressions that include the referent in their extension, and some of these are extensionally
identical.

2 We use the term ‘‘inference’’ to distinguish between the process of figuring out what a word means and the later retention of
that meaning. Retention is a necessary component of learning (and there may be cases, for example ostensive naming, where
retention is the only component of learning). Nevertheless, we are interested here in the process of inference in ambiguous
situations. We also note that the use of the term ‘‘inference’’ does not connote to us that the psychological computation is
necessarily symbolic or logical. Statistical inferences of the type described below can be instantiated in probabilistic logics, neural
networks, or just about any other formalism (MacKay, 2003).
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Starting with the literal listener, L0

• “I like the dinosaur wearing the headband”

Nevertheless, figuring out what an individual word means can be a surprisingly difficult puzzle. In
Quine’s (1960) classic example, he considers an anthropologist who observes a white rabbit running
by. One of his subjects points and says ‘‘gavagai.’’ Even assuming that the anthropologist interprets the
pointing gesture as a signal of reference (Tomasello, 2008; Wittgenstein, 1953), he must still infer
which property of the rabbit the word refers to. Some properties may be logically impossible to distin-
guish from one another—think ‘‘rabbit’’ and ‘‘undetached mass of rabbit parts.’’ But beyond these
philosophical edge cases, even useful properties can be strikingly difficult to distinguish: how can
he decide between ‘‘rabbit,’’ ‘‘animal,’’ ‘‘white,’’ ‘‘running,’’ or even ‘‘dinner’’? We can think of this as
an easy—but perhaps more common—version of the Quinian puzzle: For any known referent (the rab-
bit), there are many conceptually natural referring expressions that include the referent in their exten-
sion (Gleitman & Gleitman, 1992).1 Our argument here is that many of these can be ruled out on
pragmatic grounds, by considering the communicative context and the goals of the speaker.

Language learners have many tools at their disposal to help them limit the possibilities, including
patterns of consistent co-occurrence (Yu & Smith, 2007), the contrasting meanings of other words they
have learned (Clark, 1988; Markman & Wachtel, 1988), and the syntactic structure in which the word
appears (Gleitman, 1990). In the current work, however, we consider cases where these strategies are
ineffective, yet learners can nevertheless infer word meanings by considering the speaker’s commu-
nicative goal.2 These are cases where the pragmatics of the situation—roughly speaking, the fact that
a particular communicator is trying to achieve a particular goal in this context, and that he or she is fol-
lowing a rational strategy to do so—help in inferring word meaning. In our Quinian example, the intui-
tion we are pursuing is that the anthropologist may consider information necessary in the context in
assigning a tentative meaning to ‘‘gavagai.’’ If the white rabbit is tailed by a brown one, perhaps ‘‘gava-
gai’’ means WHITE, while in the absence of such a context, a basic level object label might be more
appropriate.

Fig. 1. An example stimulus item for our experiments. The arrow represents a point or some gesture that signals that the
dinosaur on the right is being talked about, but does not give away which aspect of it is being referred to. In our experiments,
the goal of the learner is to infer whether a novel word (e.g. ‘‘dax’’) means BANDANNA or HEADBAND.

1 This easy puzzle is of course distinct from the harder version, the ‘‘true’’ Quinian puzzle: that there are infinitely many
conceptually possible referring expressions that include the referent in their extension, and some of these are extensionally
identical.

2 We use the term ‘‘inference’’ to distinguish between the process of figuring out what a word means and the later retention of
that meaning. Retention is a necessary component of learning (and there may be cases, for example ostensive naming, where
retention is the only component of learning). Nevertheless, we are interested here in the process of inference in ambiguous
situations. We also note that the use of the term ‘‘inference’’ does not connote to us that the psychological computation is
necessarily symbolic or logical. Statistical inferences of the type described below can be instantiated in probabilistic logics, neural
networks, or just about any other formalism (MacKay, 2003).
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Nevertheless, figuring out what an individual word means can be a surprisingly difficult puzzle. In
Quine’s (1960) classic example, he considers an anthropologist who observes a white rabbit running
by. One of his subjects points and says ‘‘gavagai.’’ Even assuming that the anthropologist interprets the
pointing gesture as a signal of reference (Tomasello, 2008; Wittgenstein, 1953), he must still infer
which property of the rabbit the word refers to. Some properties may be logically impossible to distin-
guish from one another—think ‘‘rabbit’’ and ‘‘undetached mass of rabbit parts.’’ But beyond these
philosophical edge cases, even useful properties can be strikingly difficult to distinguish: how can
he decide between ‘‘rabbit,’’ ‘‘animal,’’ ‘‘white,’’ ‘‘running,’’ or even ‘‘dinner’’? We can think of this as
an easy—but perhaps more common—version of the Quinian puzzle: For any known referent (the rab-
bit), there are many conceptually natural referring expressions that include the referent in their exten-
sion (Gleitman & Gleitman, 1992).1 Our argument here is that many of these can be ruled out on
pragmatic grounds, by considering the communicative context and the goals of the speaker.

Language learners have many tools at their disposal to help them limit the possibilities, including
patterns of consistent co-occurrence (Yu & Smith, 2007), the contrasting meanings of other words they
have learned (Clark, 1988; Markman & Wachtel, 1988), and the syntactic structure in which the word
appears (Gleitman, 1990). In the current work, however, we consider cases where these strategies are
ineffective, yet learners can nevertheless infer word meanings by considering the speaker’s commu-
nicative goal.2 These are cases where the pragmatics of the situation—roughly speaking, the fact that
a particular communicator is trying to achieve a particular goal in this context, and that he or she is fol-
lowing a rational strategy to do so—help in inferring word meaning. In our Quinian example, the intui-
tion we are pursuing is that the anthropologist may consider information necessary in the context in
assigning a tentative meaning to ‘‘gavagai.’’ If the white rabbit is tailed by a brown one, perhaps ‘‘gava-
gai’’ means WHITE, while in the absence of such a context, a basic level object label might be more
appropriate.

Fig. 1. An example stimulus item for our experiments. The arrow represents a point or some gesture that signals that the
dinosaur on the right is being talked about, but does not give away which aspect of it is being referred to. In our experiments,
the goal of the learner is to infer whether a novel word (e.g. ‘‘dax’’) means BANDANNA or HEADBAND.

1 This easy puzzle is of course distinct from the harder version, the ‘‘true’’ Quinian puzzle: that there are infinitely many
conceptually possible referring expressions that include the referent in their extension, and some of these are extensionally
identical.

2 We use the term ‘‘inference’’ to distinguish between the process of figuring out what a word means and the later retention of
that meaning. Retention is a necessary component of learning (and there may be cases, for example ostensive naming, where
retention is the only component of learning). Nevertheless, we are interested here in the process of inference in ambiguous
situations. We also note that the use of the term ‘‘inference’’ does not connote to us that the psychological computation is
necessarily symbolic or logical. Statistical inferences of the type described below can be instantiated in probabilistic logics, neural
networks, or just about any other formalism (MacKay, 2003).
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Nevertheless, figuring out what an individual word means can be a surprisingly difficult puzzle. In
Quine’s (1960) classic example, he considers an anthropologist who observes a white rabbit running
by. One of his subjects points and says ‘‘gavagai.’’ Even assuming that the anthropologist interprets the
pointing gesture as a signal of reference (Tomasello, 2008; Wittgenstein, 1953), he must still infer
which property of the rabbit the word refers to. Some properties may be logically impossible to distin-
guish from one another—think ‘‘rabbit’’ and ‘‘undetached mass of rabbit parts.’’ But beyond these
philosophical edge cases, even useful properties can be strikingly difficult to distinguish: how can
he decide between ‘‘rabbit,’’ ‘‘animal,’’ ‘‘white,’’ ‘‘running,’’ or even ‘‘dinner’’? We can think of this as
an easy—but perhaps more common—version of the Quinian puzzle: For any known referent (the rab-
bit), there are many conceptually natural referring expressions that include the referent in their exten-
sion (Gleitman & Gleitman, 1992).1 Our argument here is that many of these can be ruled out on
pragmatic grounds, by considering the communicative context and the goals of the speaker.

Language learners have many tools at their disposal to help them limit the possibilities, including
patterns of consistent co-occurrence (Yu & Smith, 2007), the contrasting meanings of other words they
have learned (Clark, 1988; Markman & Wachtel, 1988), and the syntactic structure in which the word
appears (Gleitman, 1990). In the current work, however, we consider cases where these strategies are
ineffective, yet learners can nevertheless infer word meanings by considering the speaker’s commu-
nicative goal.2 These are cases where the pragmatics of the situation—roughly speaking, the fact that
a particular communicator is trying to achieve a particular goal in this context, and that he or she is fol-
lowing a rational strategy to do so—help in inferring word meaning. In our Quinian example, the intui-
tion we are pursuing is that the anthropologist may consider information necessary in the context in
assigning a tentative meaning to ‘‘gavagai.’’ If the white rabbit is tailed by a brown one, perhaps ‘‘gava-
gai’’ means WHITE, while in the absence of such a context, a basic level object label might be more
appropriate.

Fig. 1. An example stimulus item for our experiments. The arrow represents a point or some gesture that signals that the
dinosaur on the right is being talked about, but does not give away which aspect of it is being referred to. In our experiments,
the goal of the learner is to infer whether a novel word (e.g. ‘‘dax’’) means BANDANNA or HEADBAND.

1 This easy puzzle is of course distinct from the harder version, the ‘‘true’’ Quinian puzzle: that there are infinitely many
conceptually possible referring expressions that include the referent in their extension, and some of these are extensionally
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retention is the only component of learning). Nevertheless, we are interested here in the process of inference in ambiguous
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networks, or just about any other formalism (MacKay, 2003).

M.C. Frank, N.D. Goodman / Cognitive Psychology 75 (2014) 80–96 81

PL0( | “headband”) = 1



Starting with the literal listener, L0
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assigning a tentative meaning to ‘‘gavagai.’’ If the white rabbit is tailed by a brown one, perhaps ‘‘gava-
gai’’ means WHITE, while in the absence of such a context, a basic level object label might be more
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he decide between ‘‘rabbit,’’ ‘‘animal,’’ ‘‘white,’’ ‘‘running,’’ or even ‘‘dinner’’? We can think of this as
an easy—but perhaps more common—version of the Quinian puzzle: For any known referent (the rab-
bit), there are many conceptually natural referring expressions that include the referent in their exten-
sion (Gleitman & Gleitman, 1992).1 Our argument here is that many of these can be ruled out on
pragmatic grounds, by considering the communicative context and the goals of the speaker.

Language learners have many tools at their disposal to help them limit the possibilities, including
patterns of consistent co-occurrence (Yu & Smith, 2007), the contrasting meanings of other words they
have learned (Clark, 1988; Markman & Wachtel, 1988), and the syntactic structure in which the word
appears (Gleitman, 1990). In the current work, however, we consider cases where these strategies are
ineffective, yet learners can nevertheless infer word meanings by considering the speaker’s commu-
nicative goal.2 These are cases where the pragmatics of the situation—roughly speaking, the fact that
a particular communicator is trying to achieve a particular goal in this context, and that he or she is fol-
lowing a rational strategy to do so—help in inferring word meaning. In our Quinian example, the intui-
tion we are pursuing is that the anthropologist may consider information necessary in the context in
assigning a tentative meaning to ‘‘gavagai.’’ If the white rabbit is tailed by a brown one, perhaps ‘‘gava-
gai’’ means WHITE, while in the absence of such a context, a basic level object label might be more
appropriate.

Fig. 1. An example stimulus item for our experiments. The arrow represents a point or some gesture that signals that the
dinosaur on the right is being talked about, but does not give away which aspect of it is being referred to. In our experiments,
the goal of the learner is to infer whether a novel word (e.g. ‘‘dax’’) means BANDANNA or HEADBAND.

1 This easy puzzle is of course distinct from the harder version, the ‘‘true’’ Quinian puzzle: that there are infinitely many
conceptually possible referring expressions that include the referent in their extension, and some of these are extensionally
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2 We use the term ‘‘inference’’ to distinguish between the process of figuring out what a word means and the later retention of
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appears (Gleitman, 1990). In the current work, however, we consider cases where these strategies are
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nicative goal.2 These are cases where the pragmatics of the situation—roughly speaking, the fact that
a particular communicator is trying to achieve a particular goal in this context, and that he or she is fol-
lowing a rational strategy to do so—help in inferring word meaning. In our Quinian example, the intui-
tion we are pursuing is that the anthropologist may consider information necessary in the context in
assigning a tentative meaning to ‘‘gavagai.’’ If the white rabbit is tailed by a brown one, perhaps ‘‘gava-
gai’’ means WHITE, while in the absence of such a context, a basic level object label might be more
appropriate.
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identical.
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Nevertheless, figuring out what an individual word means can be a surprisingly difficult puzzle. In
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a particular communicator is trying to achieve a particular goal in this context, and that he or she is fol-
lowing a rational strategy to do so—help in inferring word meaning. In our Quinian example, the intui-
tion we are pursuing is that the anthropologist may consider information necessary in the context in
assigning a tentative meaning to ‘‘gavagai.’’ If the white rabbit is tailed by a brown one, perhaps ‘‘gava-
gai’’ means WHITE, while in the absence of such a context, a basic level object label might be more
appropriate.
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Nevertheless, figuring out what an individual word means can be a surprisingly difficult puzzle. In
Quine’s (1960) classic example, he considers an anthropologist who observes a white rabbit running
by. One of his subjects points and says ‘‘gavagai.’’ Even assuming that the anthropologist interprets the
pointing gesture as a signal of reference (Tomasello, 2008; Wittgenstein, 1953), he must still infer
which property of the rabbit the word refers to. Some properties may be logically impossible to distin-
guish from one another—think ‘‘rabbit’’ and ‘‘undetached mass of rabbit parts.’’ But beyond these
philosophical edge cases, even useful properties can be strikingly difficult to distinguish: how can
he decide between ‘‘rabbit,’’ ‘‘animal,’’ ‘‘white,’’ ‘‘running,’’ or even ‘‘dinner’’? We can think of this as
an easy—but perhaps more common—version of the Quinian puzzle: For any known referent (the rab-
bit), there are many conceptually natural referring expressions that include the referent in their exten-
sion (Gleitman & Gleitman, 1992).1 Our argument here is that many of these can be ruled out on
pragmatic grounds, by considering the communicative context and the goals of the speaker.

Language learners have many tools at their disposal to help them limit the possibilities, including
patterns of consistent co-occurrence (Yu & Smith, 2007), the contrasting meanings of other words they
have learned (Clark, 1988; Markman & Wachtel, 1988), and the syntactic structure in which the word
appears (Gleitman, 1990). In the current work, however, we consider cases where these strategies are
ineffective, yet learners can nevertheless infer word meanings by considering the speaker’s commu-
nicative goal.2 These are cases where the pragmatics of the situation—roughly speaking, the fact that
a particular communicator is trying to achieve a particular goal in this context, and that he or she is fol-
lowing a rational strategy to do so—help in inferring word meaning. In our Quinian example, the intui-
tion we are pursuing is that the anthropologist may consider information necessary in the context in
assigning a tentative meaning to ‘‘gavagai.’’ If the white rabbit is tailed by a brown one, perhaps ‘‘gava-
gai’’ means WHITE, while in the absence of such a context, a basic level object label might be more
appropriate.

Fig. 1. An example stimulus item for our experiments. The arrow represents a point or some gesture that signals that the
dinosaur on the right is being talked about, but does not give away which aspect of it is being referred to. In our experiments,
the goal of the learner is to infer whether a novel word (e.g. ‘‘dax’’) means BANDANNA or HEADBAND.

1 This easy puzzle is of course distinct from the harder version, the ‘‘true’’ Quinian puzzle: that there are infinitely many
conceptually possible referring expressions that include the referent in their extension, and some of these are extensionally
identical.

2 We use the term ‘‘inference’’ to distinguish between the process of figuring out what a word means and the later retention of
that meaning. Retention is a necessary component of learning (and there may be cases, for example ostensive naming, where
retention is the only component of learning). Nevertheless, we are interested here in the process of inference in ambiguous
situations. We also note that the use of the term ‘‘inference’’ does not connote to us that the psychological computation is
necessarily symbolic or logical. Statistical inferences of the type described below can be instantiated in probabilistic logics, neural
networks, or just about any other formalism (MacKay, 2003).
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tion we are pursuing is that the anthropologist may consider information necessary in the context in
assigning a tentative meaning to ‘‘gavagai.’’ If the white rabbit is tailed by a brown one, perhaps ‘‘gava-
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Fig. 1. An example stimulus item for our experiments. The arrow represents a point or some gesture that signals that the
dinosaur on the right is being talked about, but does not give away which aspect of it is being referred to. In our experiments,
the goal of the learner is to infer whether a novel word (e.g. ‘‘dax’’) means BANDANNA or HEADBAND.

1 This easy puzzle is of course distinct from the harder version, the ‘‘true’’ Quinian puzzle: that there are infinitely many
conceptually possible referring expressions that include the referent in their extension, and some of these are extensionally
identical.

2 We use the term ‘‘inference’’ to distinguish between the process of figuring out what a word means and the later retention of
that meaning. Retention is a necessary component of learning (and there may be cases, for example ostensive naming, where
retention is the only component of learning). Nevertheless, we are interested here in the process of inference in ambiguous
situations. We also note that the use of the term ‘‘inference’’ does not connote to us that the psychological computation is
necessarily symbolic or logical. Statistical inferences of the type described below can be instantiated in probabilistic logics, neural
networks, or just about any other formalism (MacKay, 2003).

M.C. Frank, N.D. Goodman / Cognitive Psychology 75 (2014) 80–96 81

| “bandana”) 

Nevertheless, figuring out what an individual word means can be a surprisingly difficult puzzle. In
Quine’s (1960) classic example, he considers an anthropologist who observes a white rabbit running
by. One of his subjects points and says ‘‘gavagai.’’ Even assuming that the anthropologist interprets the
pointing gesture as a signal of reference (Tomasello, 2008; Wittgenstein, 1953), he must still infer
which property of the rabbit the word refers to. Some properties may be logically impossible to distin-
guish from one another—think ‘‘rabbit’’ and ‘‘undetached mass of rabbit parts.’’ But beyond these
philosophical edge cases, even useful properties can be strikingly difficult to distinguish: how can
he decide between ‘‘rabbit,’’ ‘‘animal,’’ ‘‘white,’’ ‘‘running,’’ or even ‘‘dinner’’? We can think of this as
an easy—but perhaps more common—version of the Quinian puzzle: For any known referent (the rab-
bit), there are many conceptually natural referring expressions that include the referent in their exten-
sion (Gleitman & Gleitman, 1992).1 Our argument here is that many of these can be ruled out on
pragmatic grounds, by considering the communicative context and the goals of the speaker.

Language learners have many tools at their disposal to help them limit the possibilities, including
patterns of consistent co-occurrence (Yu & Smith, 2007), the contrasting meanings of other words they
have learned (Clark, 1988; Markman & Wachtel, 1988), and the syntactic structure in which the word
appears (Gleitman, 1990). In the current work, however, we consider cases where these strategies are
ineffective, yet learners can nevertheless infer word meanings by considering the speaker’s commu-
nicative goal.2 These are cases where the pragmatics of the situation—roughly speaking, the fact that
a particular communicator is trying to achieve a particular goal in this context, and that he or she is fol-
lowing a rational strategy to do so—help in inferring word meaning. In our Quinian example, the intui-
tion we are pursuing is that the anthropologist may consider information necessary in the context in
assigning a tentative meaning to ‘‘gavagai.’’ If the white rabbit is tailed by a brown one, perhaps ‘‘gava-
gai’’ means WHITE, while in the absence of such a context, a basic level object label might be more
appropriate.

Fig. 1. An example stimulus item for our experiments. The arrow represents a point or some gesture that signals that the
dinosaur on the right is being talked about, but does not give away which aspect of it is being referred to. In our experiments,
the goal of the learner is to infer whether a novel word (e.g. ‘‘dax’’) means BANDANNA or HEADBAND.

1 This easy puzzle is of course distinct from the harder version, the ‘‘true’’ Quinian puzzle: that there are infinitely many
conceptually possible referring expressions that include the referent in their extension, and some of these are extensionally
identical.

2 We use the term ‘‘inference’’ to distinguish between the process of figuring out what a word means and the later retention of
that meaning. Retention is a necessary component of learning (and there may be cases, for example ostensive naming, where
retention is the only component of learning). Nevertheless, we are interested here in the process of inference in ambiguous
situations. We also note that the use of the term ‘‘inference’’ does not connote to us that the psychological computation is
necessarily symbolic or logical. Statistical inferences of the type described below can be instantiated in probabilistic logics, neural
networks, or just about any other formalism (MacKay, 2003).

M.C. Frank, N.D. Goodman / Cognitive Psychology 75 (2014) 80–96 81

PL0(

Nevertheless, figuring out what an individual word means can be a surprisingly difficult puzzle. In
Quine’s (1960) classic example, he considers an anthropologist who observes a white rabbit running
by. One of his subjects points and says ‘‘gavagai.’’ Even assuming that the anthropologist interprets the
pointing gesture as a signal of reference (Tomasello, 2008; Wittgenstein, 1953), he must still infer
which property of the rabbit the word refers to. Some properties may be logically impossible to distin-
guish from one another—think ‘‘rabbit’’ and ‘‘undetached mass of rabbit parts.’’ But beyond these
philosophical edge cases, even useful properties can be strikingly difficult to distinguish: how can
he decide between ‘‘rabbit,’’ ‘‘animal,’’ ‘‘white,’’ ‘‘running,’’ or even ‘‘dinner’’? We can think of this as
an easy—but perhaps more common—version of the Quinian puzzle: For any known referent (the rab-
bit), there are many conceptually natural referring expressions that include the referent in their exten-
sion (Gleitman & Gleitman, 1992).1 Our argument here is that many of these can be ruled out on
pragmatic grounds, by considering the communicative context and the goals of the speaker.

Language learners have many tools at their disposal to help them limit the possibilities, including
patterns of consistent co-occurrence (Yu & Smith, 2007), the contrasting meanings of other words they
have learned (Clark, 1988; Markman & Wachtel, 1988), and the syntactic structure in which the word
appears (Gleitman, 1990). In the current work, however, we consider cases where these strategies are
ineffective, yet learners can nevertheless infer word meanings by considering the speaker’s commu-
nicative goal.2 These are cases where the pragmatics of the situation—roughly speaking, the fact that
a particular communicator is trying to achieve a particular goal in this context, and that he or she is fol-
lowing a rational strategy to do so—help in inferring word meaning. In our Quinian example, the intui-
tion we are pursuing is that the anthropologist may consider information necessary in the context in
assigning a tentative meaning to ‘‘gavagai.’’ If the white rabbit is tailed by a brown one, perhaps ‘‘gava-
gai’’ means WHITE, while in the absence of such a context, a basic level object label might be more
appropriate.

Fig. 1. An example stimulus item for our experiments. The arrow represents a point or some gesture that signals that the
dinosaur on the right is being talked about, but does not give away which aspect of it is being referred to. In our experiments,
the goal of the learner is to infer whether a novel word (e.g. ‘‘dax’’) means BANDANNA or HEADBAND.

1 This easy puzzle is of course distinct from the harder version, the ‘‘true’’ Quinian puzzle: that there are infinitely many
conceptually possible referring expressions that include the referent in their extension, and some of these are extensionally
identical.

2 We use the term ‘‘inference’’ to distinguish between the process of figuring out what a word means and the later retention of
that meaning. Retention is a necessary component of learning (and there may be cases, for example ostensive naming, where
retention is the only component of learning). Nevertheless, we are interested here in the process of inference in ambiguous
situations. We also note that the use of the term ‘‘inference’’ does not connote to us that the psychological computation is
necessarily symbolic or logical. Statistical inferences of the type described below can be instantiated in probabilistic logics, neural
networks, or just about any other formalism (MacKay, 2003).

M.C. Frank, N.D. Goodman / Cognitive Psychology 75 (2014) 80–96 81

| “bandana”) 

Nevertheless, figuring out what an individual word means can be a surprisingly difficult puzzle. In
Quine’s (1960) classic example, he considers an anthropologist who observes a white rabbit running
by. One of his subjects points and says ‘‘gavagai.’’ Even assuming that the anthropologist interprets the
pointing gesture as a signal of reference (Tomasello, 2008; Wittgenstein, 1953), he must still infer
which property of the rabbit the word refers to. Some properties may be logically impossible to distin-
guish from one another—think ‘‘rabbit’’ and ‘‘undetached mass of rabbit parts.’’ But beyond these
philosophical edge cases, even useful properties can be strikingly difficult to distinguish: how can
he decide between ‘‘rabbit,’’ ‘‘animal,’’ ‘‘white,’’ ‘‘running,’’ or even ‘‘dinner’’? We can think of this as
an easy—but perhaps more common—version of the Quinian puzzle: For any known referent (the rab-
bit), there are many conceptually natural referring expressions that include the referent in their exten-
sion (Gleitman & Gleitman, 1992).1 Our argument here is that many of these can be ruled out on
pragmatic grounds, by considering the communicative context and the goals of the speaker.

Language learners have many tools at their disposal to help them limit the possibilities, including
patterns of consistent co-occurrence (Yu & Smith, 2007), the contrasting meanings of other words they
have learned (Clark, 1988; Markman & Wachtel, 1988), and the syntactic structure in which the word
appears (Gleitman, 1990). In the current work, however, we consider cases where these strategies are
ineffective, yet learners can nevertheless infer word meanings by considering the speaker’s commu-
nicative goal.2 These are cases where the pragmatics of the situation—roughly speaking, the fact that
a particular communicator is trying to achieve a particular goal in this context, and that he or she is fol-
lowing a rational strategy to do so—help in inferring word meaning. In our Quinian example, the intui-
tion we are pursuing is that the anthropologist may consider information necessary in the context in
assigning a tentative meaning to ‘‘gavagai.’’ If the white rabbit is tailed by a brown one, perhaps ‘‘gava-
gai’’ means WHITE, while in the absence of such a context, a basic level object label might be more
appropriate.

Fig. 1. An example stimulus item for our experiments. The arrow represents a point or some gesture that signals that the
dinosaur on the right is being talked about, but does not give away which aspect of it is being referred to. In our experiments,
the goal of the learner is to infer whether a novel word (e.g. ‘‘dax’’) means BANDANNA or HEADBAND.

1 This easy puzzle is of course distinct from the harder version, the ‘‘true’’ Quinian puzzle: that there are infinitely many
conceptually possible referring expressions that include the referent in their extension, and some of these are extensionally
identical.

2 We use the term ‘‘inference’’ to distinguish between the process of figuring out what a word means and the later retention of
that meaning. Retention is a necessary component of learning (and there may be cases, for example ostensive naming, where
retention is the only component of learning). Nevertheless, we are interested here in the process of inference in ambiguous
situations. We also note that the use of the term ‘‘inference’’ does not connote to us that the psychological computation is
necessarily symbolic or logical. Statistical inferences of the type described below can be instantiated in probabilistic logics, neural
networks, or just about any other formalism (MacKay, 2003).

M.C. Frank, N.D. Goodman / Cognitive Psychology 75 (2014) 80–96 81

PL0(

Nevertheless, figuring out what an individual word means can be a surprisingly difficult puzzle. In
Quine’s (1960) classic example, he considers an anthropologist who observes a white rabbit running
by. One of his subjects points and says ‘‘gavagai.’’ Even assuming that the anthropologist interprets the
pointing gesture as a signal of reference (Tomasello, 2008; Wittgenstein, 1953), he must still infer
which property of the rabbit the word refers to. Some properties may be logically impossible to distin-
guish from one another—think ‘‘rabbit’’ and ‘‘undetached mass of rabbit parts.’’ But beyond these
philosophical edge cases, even useful properties can be strikingly difficult to distinguish: how can
he decide between ‘‘rabbit,’’ ‘‘animal,’’ ‘‘white,’’ ‘‘running,’’ or even ‘‘dinner’’? We can think of this as
an easy—but perhaps more common—version of the Quinian puzzle: For any known referent (the rab-
bit), there are many conceptually natural referring expressions that include the referent in their exten-
sion (Gleitman & Gleitman, 1992).1 Our argument here is that many of these can be ruled out on
pragmatic grounds, by considering the communicative context and the goals of the speaker.

Language learners have many tools at their disposal to help them limit the possibilities, including
patterns of consistent co-occurrence (Yu & Smith, 2007), the contrasting meanings of other words they
have learned (Clark, 1988; Markman & Wachtel, 1988), and the syntactic structure in which the word
appears (Gleitman, 1990). In the current work, however, we consider cases where these strategies are
ineffective, yet learners can nevertheless infer word meanings by considering the speaker’s commu-
nicative goal.2 These are cases where the pragmatics of the situation—roughly speaking, the fact that
a particular communicator is trying to achieve a particular goal in this context, and that he or she is fol-
lowing a rational strategy to do so—help in inferring word meaning. In our Quinian example, the intui-
tion we are pursuing is that the anthropologist may consider information necessary in the context in
assigning a tentative meaning to ‘‘gavagai.’’ If the white rabbit is tailed by a brown one, perhaps ‘‘gava-
gai’’ means WHITE, while in the absence of such a context, a basic level object label might be more
appropriate.

Fig. 1. An example stimulus item for our experiments. The arrow represents a point or some gesture that signals that the
dinosaur on the right is being talked about, but does not give away which aspect of it is being referred to. In our experiments,
the goal of the learner is to infer whether a novel word (e.g. ‘‘dax’’) means BANDANNA or HEADBAND.

1 This easy puzzle is of course distinct from the harder version, the ‘‘true’’ Quinian puzzle: that there are infinitely many
conceptually possible referring expressions that include the referent in their extension, and some of these are extensionally
identical.

2 We use the term ‘‘inference’’ to distinguish between the process of figuring out what a word means and the later retention of
that meaning. Retention is a necessary component of learning (and there may be cases, for example ostensive naming, where
retention is the only component of learning). Nevertheless, we are interested here in the process of inference in ambiguous
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Nevertheless, figuring out what an individual word means can be a surprisingly difficult puzzle. In
Quine’s (1960) classic example, he considers an anthropologist who observes a white rabbit running
by. One of his subjects points and says ‘‘gavagai.’’ Even assuming that the anthropologist interprets the
pointing gesture as a signal of reference (Tomasello, 2008; Wittgenstein, 1953), he must still infer
which property of the rabbit the word refers to. Some properties may be logically impossible to distin-
guish from one another—think ‘‘rabbit’’ and ‘‘undetached mass of rabbit parts.’’ But beyond these
philosophical edge cases, even useful properties can be strikingly difficult to distinguish: how can
he decide between ‘‘rabbit,’’ ‘‘animal,’’ ‘‘white,’’ ‘‘running,’’ or even ‘‘dinner’’? We can think of this as
an easy—but perhaps more common—version of the Quinian puzzle: For any known referent (the rab-
bit), there are many conceptually natural referring expressions that include the referent in their exten-
sion (Gleitman & Gleitman, 1992).1 Our argument here is that many of these can be ruled out on
pragmatic grounds, by considering the communicative context and the goals of the speaker.

Language learners have many tools at their disposal to help them limit the possibilities, including
patterns of consistent co-occurrence (Yu & Smith, 2007), the contrasting meanings of other words they
have learned (Clark, 1988; Markman & Wachtel, 1988), and the syntactic structure in which the word
appears (Gleitman, 1990). In the current work, however, we consider cases where these strategies are
ineffective, yet learners can nevertheless infer word meanings by considering the speaker’s commu-
nicative goal.2 These are cases where the pragmatics of the situation—roughly speaking, the fact that
a particular communicator is trying to achieve a particular goal in this context, and that he or she is fol-
lowing a rational strategy to do so—help in inferring word meaning. In our Quinian example, the intui-
tion we are pursuing is that the anthropologist may consider information necessary in the context in
assigning a tentative meaning to ‘‘gavagai.’’ If the white rabbit is tailed by a brown one, perhaps ‘‘gava-
gai’’ means WHITE, while in the absence of such a context, a basic level object label might be more
appropriate.

Fig. 1. An example stimulus item for our experiments. The arrow represents a point or some gesture that signals that the
dinosaur on the right is being talked about, but does not give away which aspect of it is being referred to. In our experiments,
the goal of the learner is to infer whether a novel word (e.g. ‘‘dax’’) means BANDANNA or HEADBAND.

1 This easy puzzle is of course distinct from the harder version, the ‘‘true’’ Quinian puzzle: that there are infinitely many
conceptually possible referring expressions that include the referent in their extension, and some of these are extensionally
identical.

2 We use the term ‘‘inference’’ to distinguish between the process of figuring out what a word means and the later retention of
that meaning. Retention is a necessary component of learning (and there may be cases, for example ostensive naming, where
retention is the only component of learning). Nevertheless, we are interested here in the process of inference in ambiguous
situations. We also note that the use of the term ‘‘inference’’ does not connote to us that the psychological computation is
necessarily symbolic or logical. Statistical inferences of the type described below can be instantiated in probabilistic logics, neural
networks, or just about any other formalism (MacKay, 2003).
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tion we are pursuing is that the anthropologist may consider information necessary in the context in
assigning a tentative meaning to ‘‘gavagai.’’ If the white rabbit is tailed by a brown one, perhaps ‘‘gava-
gai’’ means WHITE, while in the absence of such a context, a basic level object label might be more
appropriate.
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an easy—but perhaps more common—version of the Quinian puzzle: For any known referent (the rab-
bit), there are many conceptually natural referring expressions that include the referent in their exten-
sion (Gleitman & Gleitman, 1992).1 Our argument here is that many of these can be ruled out on
pragmatic grounds, by considering the communicative context and the goals of the speaker.

Language learners have many tools at their disposal to help them limit the possibilities, including
patterns of consistent co-occurrence (Yu & Smith, 2007), the contrasting meanings of other words they
have learned (Clark, 1988; Markman & Wachtel, 1988), and the syntactic structure in which the word
appears (Gleitman, 1990). In the current work, however, we consider cases where these strategies are
ineffective, yet learners can nevertheless infer word meanings by considering the speaker’s commu-
nicative goal.2 These are cases where the pragmatics of the situation—roughly speaking, the fact that
a particular communicator is trying to achieve a particular goal in this context, and that he or she is fol-
lowing a rational strategy to do so—help in inferring word meaning. In our Quinian example, the intui-
tion we are pursuing is that the anthropologist may consider information necessary in the context in
assigning a tentative meaning to ‘‘gavagai.’’ If the white rabbit is tailed by a brown one, perhaps ‘‘gava-
gai’’ means WHITE, while in the absence of such a context, a basic level object label might be more
appropriate.

Fig. 1. An example stimulus item for our experiments. The arrow represents a point or some gesture that signals that the
dinosaur on the right is being talked about, but does not give away which aspect of it is being referred to. In our experiments,
the goal of the learner is to infer whether a novel word (e.g. ‘‘dax’’) means BANDANNA or HEADBAND.

1 This easy puzzle is of course distinct from the harder version, the ‘‘true’’ Quinian puzzle: that there are infinitely many
conceptually possible referring expressions that include the referent in their extension, and some of these are extensionally
identical.

2 We use the term ‘‘inference’’ to distinguish between the process of figuring out what a word means and the later retention of
that meaning. Retention is a necessary component of learning (and there may be cases, for example ostensive naming, where
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situations. We also note that the use of the term ‘‘inference’’ does not connote to us that the psychological computation is
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sion (Gleitman & Gleitman, 1992).1 Our argument here is that many of these can be ruled out on
pragmatic grounds, by considering the communicative context and the goals of the speaker.

Language learners have many tools at their disposal to help them limit the possibilities, including
patterns of consistent co-occurrence (Yu & Smith, 2007), the contrasting meanings of other words they
have learned (Clark, 1988; Markman & Wachtel, 1988), and the syntactic structure in which the word
appears (Gleitman, 1990). In the current work, however, we consider cases where these strategies are
ineffective, yet learners can nevertheless infer word meanings by considering the speaker’s commu-
nicative goal.2 These are cases where the pragmatics of the situation—roughly speaking, the fact that
a particular communicator is trying to achieve a particular goal in this context, and that he or she is fol-
lowing a rational strategy to do so—help in inferring word meaning. In our Quinian example, the intui-
tion we are pursuing is that the anthropologist may consider information necessary in the context in
assigning a tentative meaning to ‘‘gavagai.’’ If the white rabbit is tailed by a brown one, perhaps ‘‘gava-
gai’’ means WHITE, while in the absence of such a context, a basic level object label might be more
appropriate.

Fig. 1. An example stimulus item for our experiments. The arrow represents a point or some gesture that signals that the
dinosaur on the right is being talked about, but does not give away which aspect of it is being referred to. In our experiments,
the goal of the learner is to infer whether a novel word (e.g. ‘‘dax’’) means BANDANNA or HEADBAND.

1 This easy puzzle is of course distinct from the harder version, the ‘‘true’’ Quinian puzzle: that there are infinitely many
conceptually possible referring expressions that include the referent in their extension, and some of these are extensionally
identical.

2 We use the term ‘‘inference’’ to distinguish between the process of figuring out what a word means and the later retention of
that meaning. Retention is a necessary component of learning (and there may be cases, for example ostensive naming, where
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Nevertheless, figuring out what an individual word means can be a surprisingly difficult puzzle. In
Quine’s (1960) classic example, he considers an anthropologist who observes a white rabbit running
by. One of his subjects points and says ‘‘gavagai.’’ Even assuming that the anthropologist interprets the
pointing gesture as a signal of reference (Tomasello, 2008; Wittgenstein, 1953), he must still infer
which property of the rabbit the word refers to. Some properties may be logically impossible to distin-
guish from one another—think ‘‘rabbit’’ and ‘‘undetached mass of rabbit parts.’’ But beyond these
philosophical edge cases, even useful properties can be strikingly difficult to distinguish: how can
he decide between ‘‘rabbit,’’ ‘‘animal,’’ ‘‘white,’’ ‘‘running,’’ or even ‘‘dinner’’? We can think of this as
an easy—but perhaps more common—version of the Quinian puzzle: For any known referent (the rab-
bit), there are many conceptually natural referring expressions that include the referent in their exten-
sion (Gleitman & Gleitman, 1992).1 Our argument here is that many of these can be ruled out on
pragmatic grounds, by considering the communicative context and the goals of the speaker.

Language learners have many tools at their disposal to help them limit the possibilities, including
patterns of consistent co-occurrence (Yu & Smith, 2007), the contrasting meanings of other words they
have learned (Clark, 1988; Markman & Wachtel, 1988), and the syntactic structure in which the word
appears (Gleitman, 1990). In the current work, however, we consider cases where these strategies are
ineffective, yet learners can nevertheless infer word meanings by considering the speaker’s commu-
nicative goal.2 These are cases where the pragmatics of the situation—roughly speaking, the fact that
a particular communicator is trying to achieve a particular goal in this context, and that he or she is fol-
lowing a rational strategy to do so—help in inferring word meaning. In our Quinian example, the intui-
tion we are pursuing is that the anthropologist may consider information necessary in the context in
assigning a tentative meaning to ‘‘gavagai.’’ If the white rabbit is tailed by a brown one, perhaps ‘‘gava-
gai’’ means WHITE, while in the absence of such a context, a basic level object label might be more
appropriate.

Fig. 1. An example stimulus item for our experiments. The arrow represents a point or some gesture that signals that the
dinosaur on the right is being talked about, but does not give away which aspect of it is being referred to. In our experiments,
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2 We use the term ‘‘inference’’ to distinguish between the process of figuring out what a word means and the later retention of
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Quine’s (1960) classic example, he considers an anthropologist who observes a white rabbit running
by. One of his subjects points and says ‘‘gavagai.’’ Even assuming that the anthropologist interprets the
pointing gesture as a signal of reference (Tomasello, 2008; Wittgenstein, 1953), he must still infer
which property of the rabbit the word refers to. Some properties may be logically impossible to distin-
guish from one another—think ‘‘rabbit’’ and ‘‘undetached mass of rabbit parts.’’ But beyond these
philosophical edge cases, even useful properties can be strikingly difficult to distinguish: how can
he decide between ‘‘rabbit,’’ ‘‘animal,’’ ‘‘white,’’ ‘‘running,’’ or even ‘‘dinner’’? We can think of this as
an easy—but perhaps more common—version of the Quinian puzzle: For any known referent (the rab-
bit), there are many conceptually natural referring expressions that include the referent in their exten-
sion (Gleitman & Gleitman, 1992).1 Our argument here is that many of these can be ruled out on
pragmatic grounds, by considering the communicative context and the goals of the speaker.

Language learners have many tools at their disposal to help them limit the possibilities, including
patterns of consistent co-occurrence (Yu & Smith, 2007), the contrasting meanings of other words they
have learned (Clark, 1988; Markman & Wachtel, 1988), and the syntactic structure in which the word
appears (Gleitman, 1990). In the current work, however, we consider cases where these strategies are
ineffective, yet learners can nevertheless infer word meanings by considering the speaker’s commu-
nicative goal.2 These are cases where the pragmatics of the situation—roughly speaking, the fact that
a particular communicator is trying to achieve a particular goal in this context, and that he or she is fol-
lowing a rational strategy to do so—help in inferring word meaning. In our Quinian example, the intui-
tion we are pursuing is that the anthropologist may consider information necessary in the context in
assigning a tentative meaning to ‘‘gavagai.’’ If the white rabbit is tailed by a brown one, perhaps ‘‘gava-
gai’’ means WHITE, while in the absence of such a context, a basic level object label might be more
appropriate.

Fig. 1. An example stimulus item for our experiments. The arrow represents a point or some gesture that signals that the
dinosaur on the right is being talked about, but does not give away which aspect of it is being referred to. In our experiments,
the goal of the learner is to infer whether a novel word (e.g. ‘‘dax’’) means BANDANNA or HEADBAND.

1 This easy puzzle is of course distinct from the harder version, the ‘‘true’’ Quinian puzzle: that there are infinitely many
conceptually possible referring expressions that include the referent in their extension, and some of these are extensionally
identical.

2 We use the term ‘‘inference’’ to distinguish between the process of figuring out what a word means and the later retention of
that meaning. Retention is a necessary component of learning (and there may be cases, for example ostensive naming, where
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Nevertheless, figuring out what an individual word means can be a surprisingly difficult puzzle. In
Quine’s (1960) classic example, he considers an anthropologist who observes a white rabbit running
by. One of his subjects points and says ‘‘gavagai.’’ Even assuming that the anthropologist interprets the
pointing gesture as a signal of reference (Tomasello, 2008; Wittgenstein, 1953), he must still infer
which property of the rabbit the word refers to. Some properties may be logically impossible to distin-
guish from one another—think ‘‘rabbit’’ and ‘‘undetached mass of rabbit parts.’’ But beyond these
philosophical edge cases, even useful properties can be strikingly difficult to distinguish: how can
he decide between ‘‘rabbit,’’ ‘‘animal,’’ ‘‘white,’’ ‘‘running,’’ or even ‘‘dinner’’? We can think of this as
an easy—but perhaps more common—version of the Quinian puzzle: For any known referent (the rab-
bit), there are many conceptually natural referring expressions that include the referent in their exten-
sion (Gleitman & Gleitman, 1992).1 Our argument here is that many of these can be ruled out on
pragmatic grounds, by considering the communicative context and the goals of the speaker.

Language learners have many tools at their disposal to help them limit the possibilities, including
patterns of consistent co-occurrence (Yu & Smith, 2007), the contrasting meanings of other words they
have learned (Clark, 1988; Markman & Wachtel, 1988), and the syntactic structure in which the word
appears (Gleitman, 1990). In the current work, however, we consider cases where these strategies are
ineffective, yet learners can nevertheless infer word meanings by considering the speaker’s commu-
nicative goal.2 These are cases where the pragmatics of the situation—roughly speaking, the fact that
a particular communicator is trying to achieve a particular goal in this context, and that he or she is fol-
lowing a rational strategy to do so—help in inferring word meaning. In our Quinian example, the intui-
tion we are pursuing is that the anthropologist may consider information necessary in the context in
assigning a tentative meaning to ‘‘gavagai.’’ If the white rabbit is tailed by a brown one, perhaps ‘‘gava-
gai’’ means WHITE, while in the absence of such a context, a basic level object label might be more
appropriate.

Fig. 1. An example stimulus item for our experiments. The arrow represents a point or some gesture that signals that the
dinosaur on the right is being talked about, but does not give away which aspect of it is being referred to. In our experiments,
the goal of the learner is to infer whether a novel word (e.g. ‘‘dax’’) means BANDANNA or HEADBAND.

1 This easy puzzle is of course distinct from the harder version, the ‘‘true’’ Quinian puzzle: that there are infinitely many
conceptually possible referring expressions that include the referent in their extension, and some of these are extensionally
identical.

2 We use the term ‘‘inference’’ to distinguish between the process of figuring out what a word means and the later retention of
that meaning. Retention is a necessary component of learning (and there may be cases, for example ostensive naming, where
retention is the only component of learning). Nevertheless, we are interested here in the process of inference in ambiguous
situations. We also note that the use of the term ‘‘inference’’ does not connote to us that the psychological computation is
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networks, or just about any other formalism (MacKay, 2003).

M.C. Frank, N.D. Goodman / Cognitive Psychology 75 (2014) 80–96 81

| “bandana”) = 1
2
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have learned (Clark, 1988; Markman & Wachtel, 1988), and the syntactic structure in which the word
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nicative goal.2 These are cases where the pragmatics of the situation—roughly speaking, the fact that
a particular communicator is trying to achieve a particular goal in this context, and that he or she is fol-
lowing a rational strategy to do so—help in inferring word meaning. In our Quinian example, the intui-
tion we are pursuing is that the anthropologist may consider information necessary in the context in
assigning a tentative meaning to ‘‘gavagai.’’ If the white rabbit is tailed by a brown one, perhaps ‘‘gava-
gai’’ means WHITE, while in the absence of such a context, a basic level object label might be more
appropriate.
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have learned (Clark, 1988; Markman & Wachtel, 1988), and the syntactic structure in which the word
appears (Gleitman, 1990). In the current work, however, we consider cases where these strategies are
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nicative goal.2 These are cases where the pragmatics of the situation—roughly speaking, the fact that
a particular communicator is trying to achieve a particular goal in this context, and that he or she is fol-
lowing a rational strategy to do so—help in inferring word meaning. In our Quinian example, the intui-
tion we are pursuing is that the anthropologist may consider information necessary in the context in
assigning a tentative meaning to ‘‘gavagai.’’ If the white rabbit is tailed by a brown one, perhaps ‘‘gava-
gai’’ means WHITE, while in the absence of such a context, a basic level object label might be more
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nicative goal.2 These are cases where the pragmatics of the situation—roughly speaking, the fact that
a particular communicator is trying to achieve a particular goal in this context, and that he or she is fol-
lowing a rational strategy to do so—help in inferring word meaning. In our Quinian example, the intui-
tion we are pursuing is that the anthropologist may consider information necessary in the context in
assigning a tentative meaning to ‘‘gavagai.’’ If the white rabbit is tailed by a brown one, perhaps ‘‘gava-
gai’’ means WHITE, while in the absence of such a context, a basic level object label might be more
appropriate.
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assigning a tentative meaning to ‘‘gavagai.’’ If the white rabbit is tailed by a brown one, perhaps ‘‘gava-
gai’’ means WHITE, while in the absence of such a context, a basic level object label might be more
appropriate.

Fig. 1. An example stimulus item for our experiments. The arrow represents a point or some gesture that signals that the
dinosaur on the right is being talked about, but does not give away which aspect of it is being referred to. In our experiments,
the goal of the learner is to infer whether a novel word (e.g. ‘‘dax’’) means BANDANNA or HEADBAND.

1 This easy puzzle is of course distinct from the harder version, the ‘‘true’’ Quinian puzzle: that there are infinitely many
conceptually possible referring expressions that include the referent in their extension, and some of these are extensionally
identical.

2 We use the term ‘‘inference’’ to distinguish between the process of figuring out what a word means and the later retention of
that meaning. Retention is a necessary component of learning (and there may be cases, for example ostensive naming, where
retention is the only component of learning). Nevertheless, we are interested here in the process of inference in ambiguous
situations. We also note that the use of the term ‘‘inference’’ does not connote to us that the psychological computation is
necessarily symbolic or logical. Statistical inferences of the type described below can be instantiated in probabilistic logics, neural
networks, or just about any other formalism (MacKay, 2003).
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Nevertheless, figuring out what an individual word means can be a surprisingly difficult puzzle. In
Quine’s (1960) classic example, he considers an anthropologist who observes a white rabbit running
by. One of his subjects points and says ‘‘gavagai.’’ Even assuming that the anthropologist interprets the
pointing gesture as a signal of reference (Tomasello, 2008; Wittgenstein, 1953), he must still infer
which property of the rabbit the word refers to. Some properties may be logically impossible to distin-
guish from one another—think ‘‘rabbit’’ and ‘‘undetached mass of rabbit parts.’’ But beyond these
philosophical edge cases, even useful properties can be strikingly difficult to distinguish: how can
he decide between ‘‘rabbit,’’ ‘‘animal,’’ ‘‘white,’’ ‘‘running,’’ or even ‘‘dinner’’? We can think of this as
an easy—but perhaps more common—version of the Quinian puzzle: For any known referent (the rab-
bit), there are many conceptually natural referring expressions that include the referent in their exten-
sion (Gleitman & Gleitman, 1992).1 Our argument here is that many of these can be ruled out on
pragmatic grounds, by considering the communicative context and the goals of the speaker.

Language learners have many tools at their disposal to help them limit the possibilities, including
patterns of consistent co-occurrence (Yu & Smith, 2007), the contrasting meanings of other words they
have learned (Clark, 1988; Markman & Wachtel, 1988), and the syntactic structure in which the word
appears (Gleitman, 1990). In the current work, however, we consider cases where these strategies are
ineffective, yet learners can nevertheless infer word meanings by considering the speaker’s commu-
nicative goal.2 These are cases where the pragmatics of the situation—roughly speaking, the fact that
a particular communicator is trying to achieve a particular goal in this context, and that he or she is fol-
lowing a rational strategy to do so—help in inferring word meaning. In our Quinian example, the intui-
tion we are pursuing is that the anthropologist may consider information necessary in the context in
assigning a tentative meaning to ‘‘gavagai.’’ If the white rabbit is tailed by a brown one, perhaps ‘‘gava-
gai’’ means WHITE, while in the absence of such a context, a basic level object label might be more
appropriate.

Fig. 1. An example stimulus item for our experiments. The arrow represents a point or some gesture that signals that the
dinosaur on the right is being talked about, but does not give away which aspect of it is being referred to. In our experiments,
the goal of the learner is to infer whether a novel word (e.g. ‘‘dax’’) means BANDANNA or HEADBAND.

1 This easy puzzle is of course distinct from the harder version, the ‘‘true’’ Quinian puzzle: that there are infinitely many
conceptually possible referring expressions that include the referent in their extension, and some of these are extensionally
identical.

2 We use the term ‘‘inference’’ to distinguish between the process of figuring out what a word means and the later retention of
that meaning. Retention is a necessary component of learning (and there may be cases, for example ostensive naming, where
retention is the only component of learning). Nevertheless, we are interested here in the process of inference in ambiguous
situations. We also note that the use of the term ‘‘inference’’ does not connote to us that the psychological computation is
necessarily symbolic or logical. Statistical inferences of the type described below can be instantiated in probabilistic logics, neural
networks, or just about any other formalism (MacKay, 2003).
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Nevertheless, figuring out what an individual word means can be a surprisingly difficult puzzle. In
Quine’s (1960) classic example, he considers an anthropologist who observes a white rabbit running
by. One of his subjects points and says ‘‘gavagai.’’ Even assuming that the anthropologist interprets the
pointing gesture as a signal of reference (Tomasello, 2008; Wittgenstein, 1953), he must still infer
which property of the rabbit the word refers to. Some properties may be logically impossible to distin-
guish from one another—think ‘‘rabbit’’ and ‘‘undetached mass of rabbit parts.’’ But beyond these
philosophical edge cases, even useful properties can be strikingly difficult to distinguish: how can
he decide between ‘‘rabbit,’’ ‘‘animal,’’ ‘‘white,’’ ‘‘running,’’ or even ‘‘dinner’’? We can think of this as
an easy—but perhaps more common—version of the Quinian puzzle: For any known referent (the rab-
bit), there are many conceptually natural referring expressions that include the referent in their exten-
sion (Gleitman & Gleitman, 1992).1 Our argument here is that many of these can be ruled out on
pragmatic grounds, by considering the communicative context and the goals of the speaker.

Language learners have many tools at their disposal to help them limit the possibilities, including
patterns of consistent co-occurrence (Yu & Smith, 2007), the contrasting meanings of other words they
have learned (Clark, 1988; Markman & Wachtel, 1988), and the syntactic structure in which the word
appears (Gleitman, 1990). In the current work, however, we consider cases where these strategies are
ineffective, yet learners can nevertheless infer word meanings by considering the speaker’s commu-
nicative goal.2 These are cases where the pragmatics of the situation—roughly speaking, the fact that
a particular communicator is trying to achieve a particular goal in this context, and that he or she is fol-
lowing a rational strategy to do so—help in inferring word meaning. In our Quinian example, the intui-
tion we are pursuing is that the anthropologist may consider information necessary in the context in
assigning a tentative meaning to ‘‘gavagai.’’ If the white rabbit is tailed by a brown one, perhaps ‘‘gava-
gai’’ means WHITE, while in the absence of such a context, a basic level object label might be more
appropriate.

Fig. 1. An example stimulus item for our experiments. The arrow represents a point or some gesture that signals that the
dinosaur on the right is being talked about, but does not give away which aspect of it is being referred to. In our experiments,
the goal of the learner is to infer whether a novel word (e.g. ‘‘dax’’) means BANDANNA or HEADBAND.

1 This easy puzzle is of course distinct from the harder version, the ‘‘true’’ Quinian puzzle: that there are infinitely many
conceptually possible referring expressions that include the referent in their extension, and some of these are extensionally
identical.

2 We use the term ‘‘inference’’ to distinguish between the process of figuring out what a word means and the later retention of
that meaning. Retention is a necessary component of learning (and there may be cases, for example ostensive naming, where
retention is the only component of learning). Nevertheless, we are interested here in the process of inference in ambiguous
situations. We also note that the use of the term ‘‘inference’’ does not connote to us that the psychological computation is
necessarily symbolic or logical. Statistical inferences of the type described below can be instantiated in probabilistic logics, neural
networks, or just about any other formalism (MacKay, 2003).
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Quine’s (1960) classic example, he considers an anthropologist who observes a white rabbit running
by. One of his subjects points and says ‘‘gavagai.’’ Even assuming that the anthropologist interprets the
pointing gesture as a signal of reference (Tomasello, 2008; Wittgenstein, 1953), he must still infer
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bit), there are many conceptually natural referring expressions that include the referent in their exten-
sion (Gleitman & Gleitman, 1992).1 Our argument here is that many of these can be ruled out on
pragmatic grounds, by considering the communicative context and the goals of the speaker.

Language learners have many tools at their disposal to help them limit the possibilities, including
patterns of consistent co-occurrence (Yu & Smith, 2007), the contrasting meanings of other words they
have learned (Clark, 1988; Markman & Wachtel, 1988), and the syntactic structure in which the word
appears (Gleitman, 1990). In the current work, however, we consider cases where these strategies are
ineffective, yet learners can nevertheless infer word meanings by considering the speaker’s commu-
nicative goal.2 These are cases where the pragmatics of the situation—roughly speaking, the fact that
a particular communicator is trying to achieve a particular goal in this context, and that he or she is fol-
lowing a rational strategy to do so—help in inferring word meaning. In our Quinian example, the intui-
tion we are pursuing is that the anthropologist may consider information necessary in the context in
assigning a tentative meaning to ‘‘gavagai.’’ If the white rabbit is tailed by a brown one, perhaps ‘‘gava-
gai’’ means WHITE, while in the absence of such a context, a basic level object label might be more
appropriate.

Fig. 1. An example stimulus item for our experiments. The arrow represents a point or some gesture that signals that the
dinosaur on the right is being talked about, but does not give away which aspect of it is being referred to. In our experiments,
the goal of the learner is to infer whether a novel word (e.g. ‘‘dax’’) means BANDANNA or HEADBAND.

1 This easy puzzle is of course distinct from the harder version, the ‘‘true’’ Quinian puzzle: that there are infinitely many
conceptually possible referring expressions that include the referent in their extension, and some of these are extensionally
identical.

2 We use the term ‘‘inference’’ to distinguish between the process of figuring out what a word means and the later retention of
that meaning. Retention is a necessary component of learning (and there may be cases, for example ostensive naming, where
retention is the only component of learning). Nevertheless, we are interested here in the process of inference in ambiguous
situations. We also note that the use of the term ‘‘inference’’ does not connote to us that the psychological computation is
necessarily symbolic or logical. Statistical inferences of the type described below can be instantiated in probabilistic logics, neural
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Nevertheless, figuring out what an individual word means can be a surprisingly difficult puzzle. In
Quine’s (1960) classic example, he considers an anthropologist who observes a white rabbit running
by. One of his subjects points and says ‘‘gavagai.’’ Even assuming that the anthropologist interprets the
pointing gesture as a signal of reference (Tomasello, 2008; Wittgenstein, 1953), he must still infer
which property of the rabbit the word refers to. Some properties may be logically impossible to distin-
guish from one another—think ‘‘rabbit’’ and ‘‘undetached mass of rabbit parts.’’ But beyond these
philosophical edge cases, even useful properties can be strikingly difficult to distinguish: how can
he decide between ‘‘rabbit,’’ ‘‘animal,’’ ‘‘white,’’ ‘‘running,’’ or even ‘‘dinner’’? We can think of this as
an easy—but perhaps more common—version of the Quinian puzzle: For any known referent (the rab-
bit), there are many conceptually natural referring expressions that include the referent in their exten-
sion (Gleitman & Gleitman, 1992).1 Our argument here is that many of these can be ruled out on
pragmatic grounds, by considering the communicative context and the goals of the speaker.

Language learners have many tools at their disposal to help them limit the possibilities, including
patterns of consistent co-occurrence (Yu & Smith, 2007), the contrasting meanings of other words they
have learned (Clark, 1988; Markman & Wachtel, 1988), and the syntactic structure in which the word
appears (Gleitman, 1990). In the current work, however, we consider cases where these strategies are
ineffective, yet learners can nevertheless infer word meanings by considering the speaker’s commu-
nicative goal.2 These are cases where the pragmatics of the situation—roughly speaking, the fact that
a particular communicator is trying to achieve a particular goal in this context, and that he or she is fol-
lowing a rational strategy to do so—help in inferring word meaning. In our Quinian example, the intui-
tion we are pursuing is that the anthropologist may consider information necessary in the context in
assigning a tentative meaning to ‘‘gavagai.’’ If the white rabbit is tailed by a brown one, perhaps ‘‘gava-
gai’’ means WHITE, while in the absence of such a context, a basic level object label might be more
appropriate.

Fig. 1. An example stimulus item for our experiments. The arrow represents a point or some gesture that signals that the
dinosaur on the right is being talked about, but does not give away which aspect of it is being referred to. In our experiments,
the goal of the learner is to infer whether a novel word (e.g. ‘‘dax’’) means BANDANNA or HEADBAND.

1 This easy puzzle is of course distinct from the harder version, the ‘‘true’’ Quinian puzzle: that there are infinitely many
conceptually possible referring expressions that include the referent in their extension, and some of these are extensionally
identical.

2 We use the term ‘‘inference’’ to distinguish between the process of figuring out what a word means and the later retention of
that meaning. Retention is a necessary component of learning (and there may be cases, for example ostensive naming, where
retention is the only component of learning). Nevertheless, we are interested here in the process of inference in ambiguous
situations. We also note that the use of the term ‘‘inference’’ does not connote to us that the psychological computation is
necessarily symbolic or logical. Statistical inferences of the type described below can be instantiated in probabilistic logics, neural
networks, or just about any other formalism (MacKay, 2003).
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Nevertheless, figuring out what an individual word means can be a surprisingly difficult puzzle. In
Quine’s (1960) classic example, he considers an anthropologist who observes a white rabbit running
by. One of his subjects points and says ‘‘gavagai.’’ Even assuming that the anthropologist interprets the
pointing gesture as a signal of reference (Tomasello, 2008; Wittgenstein, 1953), he must still infer
which property of the rabbit the word refers to. Some properties may be logically impossible to distin-
guish from one another—think ‘‘rabbit’’ and ‘‘undetached mass of rabbit parts.’’ But beyond these
philosophical edge cases, even useful properties can be strikingly difficult to distinguish: how can
he decide between ‘‘rabbit,’’ ‘‘animal,’’ ‘‘white,’’ ‘‘running,’’ or even ‘‘dinner’’? We can think of this as
an easy—but perhaps more common—version of the Quinian puzzle: For any known referent (the rab-
bit), there are many conceptually natural referring expressions that include the referent in their exten-
sion (Gleitman & Gleitman, 1992).1 Our argument here is that many of these can be ruled out on
pragmatic grounds, by considering the communicative context and the goals of the speaker.

Language learners have many tools at their disposal to help them limit the possibilities, including
patterns of consistent co-occurrence (Yu & Smith, 2007), the contrasting meanings of other words they
have learned (Clark, 1988; Markman & Wachtel, 1988), and the syntactic structure in which the word
appears (Gleitman, 1990). In the current work, however, we consider cases where these strategies are
ineffective, yet learners can nevertheless infer word meanings by considering the speaker’s commu-
nicative goal.2 These are cases where the pragmatics of the situation—roughly speaking, the fact that
a particular communicator is trying to achieve a particular goal in this context, and that he or she is fol-
lowing a rational strategy to do so—help in inferring word meaning. In our Quinian example, the intui-
tion we are pursuing is that the anthropologist may consider information necessary in the context in
assigning a tentative meaning to ‘‘gavagai.’’ If the white rabbit is tailed by a brown one, perhaps ‘‘gava-
gai’’ means WHITE, while in the absence of such a context, a basic level object label might be more
appropriate.

Fig. 1. An example stimulus item for our experiments. The arrow represents a point or some gesture that signals that the
dinosaur on the right is being talked about, but does not give away which aspect of it is being referred to. In our experiments,
the goal of the learner is to infer whether a novel word (e.g. ‘‘dax’’) means BANDANNA or HEADBAND.

1 This easy puzzle is of course distinct from the harder version, the ‘‘true’’ Quinian puzzle: that there are infinitely many
conceptually possible referring expressions that include the referent in their extension, and some of these are extensionally
identical.

2 We use the term ‘‘inference’’ to distinguish between the process of figuring out what a word means and the later retention of
that meaning. Retention is a necessary component of learning (and there may be cases, for example ostensive naming, where
retention is the only component of learning). Nevertheless, we are interested here in the process of inference in ambiguous
situations. We also note that the use of the term ‘‘inference’’ does not connote to us that the psychological computation is
necessarily symbolic or logical. Statistical inferences of the type described below can be instantiated in probabilistic logics, neural
networks, or just about any other formalism (MacKay, 2003).
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Nevertheless, figuring out what an individual word means can be a surprisingly difficult puzzle. In
Quine’s (1960) classic example, he considers an anthropologist who observes a white rabbit running
by. One of his subjects points and says ‘‘gavagai.’’ Even assuming that the anthropologist interprets the
pointing gesture as a signal of reference (Tomasello, 2008; Wittgenstein, 1953), he must still infer
which property of the rabbit the word refers to. Some properties may be logically impossible to distin-
guish from one another—think ‘‘rabbit’’ and ‘‘undetached mass of rabbit parts.’’ But beyond these
philosophical edge cases, even useful properties can be strikingly difficult to distinguish: how can
he decide between ‘‘rabbit,’’ ‘‘animal,’’ ‘‘white,’’ ‘‘running,’’ or even ‘‘dinner’’? We can think of this as
an easy—but perhaps more common—version of the Quinian puzzle: For any known referent (the rab-
bit), there are many conceptually natural referring expressions that include the referent in their exten-
sion (Gleitman & Gleitman, 1992).1 Our argument here is that many of these can be ruled out on
pragmatic grounds, by considering the communicative context and the goals of the speaker.

Language learners have many tools at their disposal to help them limit the possibilities, including
patterns of consistent co-occurrence (Yu & Smith, 2007), the contrasting meanings of other words they
have learned (Clark, 1988; Markman & Wachtel, 1988), and the syntactic structure in which the word
appears (Gleitman, 1990). In the current work, however, we consider cases where these strategies are
ineffective, yet learners can nevertheless infer word meanings by considering the speaker’s commu-
nicative goal.2 These are cases where the pragmatics of the situation—roughly speaking, the fact that
a particular communicator is trying to achieve a particular goal in this context, and that he or she is fol-
lowing a rational strategy to do so—help in inferring word meaning. In our Quinian example, the intui-
tion we are pursuing is that the anthropologist may consider information necessary in the context in
assigning a tentative meaning to ‘‘gavagai.’’ If the white rabbit is tailed by a brown one, perhaps ‘‘gava-
gai’’ means WHITE, while in the absence of such a context, a basic level object label might be more
appropriate.

Fig. 1. An example stimulus item for our experiments. The arrow represents a point or some gesture that signals that the
dinosaur on the right is being talked about, but does not give away which aspect of it is being referred to. In our experiments,
the goal of the learner is to infer whether a novel word (e.g. ‘‘dax’’) means BANDANNA or HEADBAND.

1 This easy puzzle is of course distinct from the harder version, the ‘‘true’’ Quinian puzzle: that there are infinitely many
conceptually possible referring expressions that include the referent in their extension, and some of these are extensionally
identical.

2 We use the term ‘‘inference’’ to distinguish between the process of figuring out what a word means and the later retention of
that meaning. Retention is a necessary component of learning (and there may be cases, for example ostensive naming, where
retention is the only component of learning). Nevertheless, we are interested here in the process of inference in ambiguous
situations. We also note that the use of the term ‘‘inference’’ does not connote to us that the psychological computation is
necessarily symbolic or logical. Statistical inferences of the type described below can be instantiated in probabilistic logics, neural
networks, or just about any other formalism (MacKay, 2003).
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Nevertheless, figuring out what an individual word means can be a surprisingly difficult puzzle. In
Quine’s (1960) classic example, he considers an anthropologist who observes a white rabbit running
by. One of his subjects points and says ‘‘gavagai.’’ Even assuming that the anthropologist interprets the
pointing gesture as a signal of reference (Tomasello, 2008; Wittgenstein, 1953), he must still infer
which property of the rabbit the word refers to. Some properties may be logically impossible to distin-
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sion (Gleitman & Gleitman, 1992).1 Our argument here is that many of these can be ruled out on
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Language learners have many tools at their disposal to help them limit the possibilities, including
patterns of consistent co-occurrence (Yu & Smith, 2007), the contrasting meanings of other words they
have learned (Clark, 1988; Markman & Wachtel, 1988), and the syntactic structure in which the word
appears (Gleitman, 1990). In the current work, however, we consider cases where these strategies are
ineffective, yet learners can nevertheless infer word meanings by considering the speaker’s commu-
nicative goal.2 These are cases where the pragmatics of the situation—roughly speaking, the fact that
a particular communicator is trying to achieve a particular goal in this context, and that he or she is fol-
lowing a rational strategy to do so—help in inferring word meaning. In our Quinian example, the intui-
tion we are pursuing is that the anthropologist may consider information necessary in the context in
assigning a tentative meaning to ‘‘gavagai.’’ If the white rabbit is tailed by a brown one, perhaps ‘‘gava-
gai’’ means WHITE, while in the absence of such a context, a basic level object label might be more
appropriate.

Fig. 1. An example stimulus item for our experiments. The arrow represents a point or some gesture that signals that the
dinosaur on the right is being talked about, but does not give away which aspect of it is being referred to. In our experiments,
the goal of the learner is to infer whether a novel word (e.g. ‘‘dax’’) means BANDANNA or HEADBAND.

1 This easy puzzle is of course distinct from the harder version, the ‘‘true’’ Quinian puzzle: that there are infinitely many
conceptually possible referring expressions that include the referent in their extension, and some of these are extensionally
identical.

2 We use the term ‘‘inference’’ to distinguish between the process of figuring out what a word means and the later retention of
that meaning. Retention is a necessary component of learning (and there may be cases, for example ostensive naming, where
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Nevertheless, figuring out what an individual word means can be a surprisingly difficult puzzle. In
Quine’s (1960) classic example, he considers an anthropologist who observes a white rabbit running
by. One of his subjects points and says ‘‘gavagai.’’ Even assuming that the anthropologist interprets the
pointing gesture as a signal of reference (Tomasello, 2008; Wittgenstein, 1953), he must still infer
which property of the rabbit the word refers to. Some properties may be logically impossible to distin-
guish from one another—think ‘‘rabbit’’ and ‘‘undetached mass of rabbit parts.’’ But beyond these
philosophical edge cases, even useful properties can be strikingly difficult to distinguish: how can
he decide between ‘‘rabbit,’’ ‘‘animal,’’ ‘‘white,’’ ‘‘running,’’ or even ‘‘dinner’’? We can think of this as
an easy—but perhaps more common—version of the Quinian puzzle: For any known referent (the rab-
bit), there are many conceptually natural referring expressions that include the referent in their exten-
sion (Gleitman & Gleitman, 1992).1 Our argument here is that many of these can be ruled out on
pragmatic grounds, by considering the communicative context and the goals of the speaker.

Language learners have many tools at their disposal to help them limit the possibilities, including
patterns of consistent co-occurrence (Yu & Smith, 2007), the contrasting meanings of other words they
have learned (Clark, 1988; Markman & Wachtel, 1988), and the syntactic structure in which the word
appears (Gleitman, 1990). In the current work, however, we consider cases where these strategies are
ineffective, yet learners can nevertheless infer word meanings by considering the speaker’s commu-
nicative goal.2 These are cases where the pragmatics of the situation—roughly speaking, the fact that
a particular communicator is trying to achieve a particular goal in this context, and that he or she is fol-
lowing a rational strategy to do so—help in inferring word meaning. In our Quinian example, the intui-
tion we are pursuing is that the anthropologist may consider information necessary in the context in
assigning a tentative meaning to ‘‘gavagai.’’ If the white rabbit is tailed by a brown one, perhaps ‘‘gava-
gai’’ means WHITE, while in the absence of such a context, a basic level object label might be more
appropriate.

Fig. 1. An example stimulus item for our experiments. The arrow represents a point or some gesture that signals that the
dinosaur on the right is being talked about, but does not give away which aspect of it is being referred to. In our experiments,
the goal of the learner is to infer whether a novel word (e.g. ‘‘dax’’) means BANDANNA or HEADBAND.

1 This easy puzzle is of course distinct from the harder version, the ‘‘true’’ Quinian puzzle: that there are infinitely many
conceptually possible referring expressions that include the referent in their extension, and some of these are extensionally
identical.

2 We use the term ‘‘inference’’ to distinguish between the process of figuring out what a word means and the later retention of
that meaning. Retention is a necessary component of learning (and there may be cases, for example ostensive naming, where
retention is the only component of learning). Nevertheless, we are interested here in the process of inference in ambiguous
situations. We also note that the use of the term ‘‘inference’’ does not connote to us that the psychological computation is
necessarily symbolic or logical. Statistical inferences of the type described below can be instantiated in probabilistic logics, neural
networks, or just about any other formalism (MacKay, 2003).

M.C. Frank, N.D. Goodman / Cognitive Psychology 75 (2014) 80–96 81

| “bandana”) 

Nevertheless, figuring out what an individual word means can be a surprisingly difficult puzzle. In
Quine’s (1960) classic example, he considers an anthropologist who observes a white rabbit running
by. One of his subjects points and says ‘‘gavagai.’’ Even assuming that the anthropologist interprets the
pointing gesture as a signal of reference (Tomasello, 2008; Wittgenstein, 1953), he must still infer
which property of the rabbit the word refers to. Some properties may be logically impossible to distin-
guish from one another—think ‘‘rabbit’’ and ‘‘undetached mass of rabbit parts.’’ But beyond these
philosophical edge cases, even useful properties can be strikingly difficult to distinguish: how can
he decide between ‘‘rabbit,’’ ‘‘animal,’’ ‘‘white,’’ ‘‘running,’’ or even ‘‘dinner’’? We can think of this as
an easy—but perhaps more common—version of the Quinian puzzle: For any known referent (the rab-
bit), there are many conceptually natural referring expressions that include the referent in their exten-
sion (Gleitman & Gleitman, 1992).1 Our argument here is that many of these can be ruled out on
pragmatic grounds, by considering the communicative context and the goals of the speaker.

Language learners have many tools at their disposal to help them limit the possibilities, including
patterns of consistent co-occurrence (Yu & Smith, 2007), the contrasting meanings of other words they
have learned (Clark, 1988; Markman & Wachtel, 1988), and the syntactic structure in which the word
appears (Gleitman, 1990). In the current work, however, we consider cases where these strategies are
ineffective, yet learners can nevertheless infer word meanings by considering the speaker’s commu-
nicative goal.2 These are cases where the pragmatics of the situation—roughly speaking, the fact that
a particular communicator is trying to achieve a particular goal in this context, and that he or she is fol-
lowing a rational strategy to do so—help in inferring word meaning. In our Quinian example, the intui-
tion we are pursuing is that the anthropologist may consider information necessary in the context in
assigning a tentative meaning to ‘‘gavagai.’’ If the white rabbit is tailed by a brown one, perhaps ‘‘gava-
gai’’ means WHITE, while in the absence of such a context, a basic level object label might be more
appropriate.

Fig. 1. An example stimulus item for our experiments. The arrow represents a point or some gesture that signals that the
dinosaur on the right is being talked about, but does not give away which aspect of it is being referred to. In our experiments,
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Nevertheless, figuring out what an individual word means can be a surprisingly difficult puzzle. In
Quine’s (1960) classic example, he considers an anthropologist who observes a white rabbit running
by. One of his subjects points and says ‘‘gavagai.’’ Even assuming that the anthropologist interprets the
pointing gesture as a signal of reference (Tomasello, 2008; Wittgenstein, 1953), he must still infer
which property of the rabbit the word refers to. Some properties may be logically impossible to distin-
guish from one another—think ‘‘rabbit’’ and ‘‘undetached mass of rabbit parts.’’ But beyond these
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an easy—but perhaps more common—version of the Quinian puzzle: For any known referent (the rab-
bit), there are many conceptually natural referring expressions that include the referent in their exten-
sion (Gleitman & Gleitman, 1992).1 Our argument here is that many of these can be ruled out on
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nicative goal.2 These are cases where the pragmatics of the situation—roughly speaking, the fact that
a particular communicator is trying to achieve a particular goal in this context, and that he or she is fol-
lowing a rational strategy to do so—help in inferring word meaning. In our Quinian example, the intui-
tion we are pursuing is that the anthropologist may consider information necessary in the context in
assigning a tentative meaning to ‘‘gavagai.’’ If the white rabbit is tailed by a brown one, perhaps ‘‘gava-
gai’’ means WHITE, while in the absence of such a context, a basic level object label might be more
appropriate.
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dinosaur on the right is being talked about, but does not give away which aspect of it is being referred to. In our experiments,
the goal of the learner is to infer whether a novel word (e.g. ‘‘dax’’) means BANDANNA or HEADBAND.

1 This easy puzzle is of course distinct from the harder version, the ‘‘true’’ Quinian puzzle: that there are infinitely many
conceptually possible referring expressions that include the referent in their extension, and some of these are extensionally
identical.

2 We use the term ‘‘inference’’ to distinguish between the process of figuring out what a word means and the later retention of
that meaning. Retention is a necessary component of learning (and there may be cases, for example ostensive naming, where
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Quine’s (1960) classic example, he considers an anthropologist who observes a white rabbit running
by. One of his subjects points and says ‘‘gavagai.’’ Even assuming that the anthropologist interprets the
pointing gesture as a signal of reference (Tomasello, 2008; Wittgenstein, 1953), he must still infer
which property of the rabbit the word refers to. Some properties may be logically impossible to distin-
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sion (Gleitman & Gleitman, 1992).1 Our argument here is that many of these can be ruled out on
pragmatic grounds, by considering the communicative context and the goals of the speaker.

Language learners have many tools at their disposal to help them limit the possibilities, including
patterns of consistent co-occurrence (Yu & Smith, 2007), the contrasting meanings of other words they
have learned (Clark, 1988; Markman & Wachtel, 1988), and the syntactic structure in which the word
appears (Gleitman, 1990). In the current work, however, we consider cases where these strategies are
ineffective, yet learners can nevertheless infer word meanings by considering the speaker’s commu-
nicative goal.2 These are cases where the pragmatics of the situation—roughly speaking, the fact that
a particular communicator is trying to achieve a particular goal in this context, and that he or she is fol-
lowing a rational strategy to do so—help in inferring word meaning. In our Quinian example, the intui-
tion we are pursuing is that the anthropologist may consider information necessary in the context in
assigning a tentative meaning to ‘‘gavagai.’’ If the white rabbit is tailed by a brown one, perhaps ‘‘gava-
gai’’ means WHITE, while in the absence of such a context, a basic level object label might be more
appropriate.

Fig. 1. An example stimulus item for our experiments. The arrow represents a point or some gesture that signals that the
dinosaur on the right is being talked about, but does not give away which aspect of it is being referred to. In our experiments,
the goal of the learner is to infer whether a novel word (e.g. ‘‘dax’’) means BANDANNA or HEADBAND.
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by. One of his subjects points and says ‘‘gavagai.’’ Even assuming that the anthropologist interprets the
pointing gesture as a signal of reference (Tomasello, 2008; Wittgenstein, 1953), he must still infer
which property of the rabbit the word refers to. Some properties may be logically impossible to distin-
guish from one another—think ‘‘rabbit’’ and ‘‘undetached mass of rabbit parts.’’ But beyond these
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he decide between ‘‘rabbit,’’ ‘‘animal,’’ ‘‘white,’’ ‘‘running,’’ or even ‘‘dinner’’? We can think of this as
an easy—but perhaps more common—version of the Quinian puzzle: For any known referent (the rab-
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sion (Gleitman & Gleitman, 1992).1 Our argument here is that many of these can be ruled out on
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Language learners have many tools at their disposal to help them limit the possibilities, including
patterns of consistent co-occurrence (Yu & Smith, 2007), the contrasting meanings of other words they
have learned (Clark, 1988; Markman & Wachtel, 1988), and the syntactic structure in which the word
appears (Gleitman, 1990). In the current work, however, we consider cases where these strategies are
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nicative goal.2 These are cases where the pragmatics of the situation—roughly speaking, the fact that
a particular communicator is trying to achieve a particular goal in this context, and that he or she is fol-
lowing a rational strategy to do so—help in inferring word meaning. In our Quinian example, the intui-
tion we are pursuing is that the anthropologist may consider information necessary in the context in
assigning a tentative meaning to ‘‘gavagai.’’ If the white rabbit is tailed by a brown one, perhaps ‘‘gava-
gai’’ means WHITE, while in the absence of such a context, a basic level object label might be more
appropriate.
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Nevertheless, figuring out what an individual word means can be a surprisingly difficult puzzle. In
Quine’s (1960) classic example, he considers an anthropologist who observes a white rabbit running
by. One of his subjects points and says ‘‘gavagai.’’ Even assuming that the anthropologist interprets the
pointing gesture as a signal of reference (Tomasello, 2008; Wittgenstein, 1953), he must still infer
which property of the rabbit the word refers to. Some properties may be logically impossible to distin-
guish from one another—think ‘‘rabbit’’ and ‘‘undetached mass of rabbit parts.’’ But beyond these
philosophical edge cases, even useful properties can be strikingly difficult to distinguish: how can
he decide between ‘‘rabbit,’’ ‘‘animal,’’ ‘‘white,’’ ‘‘running,’’ or even ‘‘dinner’’? We can think of this as
an easy—but perhaps more common—version of the Quinian puzzle: For any known referent (the rab-
bit), there are many conceptually natural referring expressions that include the referent in their exten-
sion (Gleitman & Gleitman, 1992).1 Our argument here is that many of these can be ruled out on
pragmatic grounds, by considering the communicative context and the goals of the speaker.

Language learners have many tools at their disposal to help them limit the possibilities, including
patterns of consistent co-occurrence (Yu & Smith, 2007), the contrasting meanings of other words they
have learned (Clark, 1988; Markman & Wachtel, 1988), and the syntactic structure in which the word
appears (Gleitman, 1990). In the current work, however, we consider cases where these strategies are
ineffective, yet learners can nevertheless infer word meanings by considering the speaker’s commu-
nicative goal.2 These are cases where the pragmatics of the situation—roughly speaking, the fact that
a particular communicator is trying to achieve a particular goal in this context, and that he or she is fol-
lowing a rational strategy to do so—help in inferring word meaning. In our Quinian example, the intui-
tion we are pursuing is that the anthropologist may consider information necessary in the context in
assigning a tentative meaning to ‘‘gavagai.’’ If the white rabbit is tailed by a brown one, perhaps ‘‘gava-
gai’’ means WHITE, while in the absence of such a context, a basic level object label might be more
appropriate.

Fig. 1. An example stimulus item for our experiments. The arrow represents a point or some gesture that signals that the
dinosaur on the right is being talked about, but does not give away which aspect of it is being referred to. In our experiments,
the goal of the learner is to infer whether a novel word (e.g. ‘‘dax’’) means BANDANNA or HEADBAND.

1 This easy puzzle is of course distinct from the harder version, the ‘‘true’’ Quinian puzzle: that there are infinitely many
conceptually possible referring expressions that include the referent in their extension, and some of these are extensionally
identical.

2 We use the term ‘‘inference’’ to distinguish between the process of figuring out what a word means and the later retention of
that meaning. Retention is a necessary component of learning (and there may be cases, for example ostensive naming, where
retention is the only component of learning). Nevertheless, we are interested here in the process of inference in ambiguous
situations. We also note that the use of the term ‘‘inference’’ does not connote to us that the psychological computation is
necessarily symbolic or logical. Statistical inferences of the type described below can be instantiated in probabilistic logics, neural
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Nevertheless, figuring out what an individual word means can be a surprisingly difficult puzzle. In
Quine’s (1960) classic example, he considers an anthropologist who observes a white rabbit running
by. One of his subjects points and says ‘‘gavagai.’’ Even assuming that the anthropologist interprets the
pointing gesture as a signal of reference (Tomasello, 2008; Wittgenstein, 1953), he must still infer
which property of the rabbit the word refers to. Some properties may be logically impossible to distin-
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sion (Gleitman & Gleitman, 1992).1 Our argument here is that many of these can be ruled out on
pragmatic grounds, by considering the communicative context and the goals of the speaker.

Language learners have many tools at their disposal to help them limit the possibilities, including
patterns of consistent co-occurrence (Yu & Smith, 2007), the contrasting meanings of other words they
have learned (Clark, 1988; Markman & Wachtel, 1988), and the syntactic structure in which the word
appears (Gleitman, 1990). In the current work, however, we consider cases where these strategies are
ineffective, yet learners can nevertheless infer word meanings by considering the speaker’s commu-
nicative goal.2 These are cases where the pragmatics of the situation—roughly speaking, the fact that
a particular communicator is trying to achieve a particular goal in this context, and that he or she is fol-
lowing a rational strategy to do so—help in inferring word meaning. In our Quinian example, the intui-
tion we are pursuing is that the anthropologist may consider information necessary in the context in
assigning a tentative meaning to ‘‘gavagai.’’ If the white rabbit is tailed by a brown one, perhaps ‘‘gava-
gai’’ means WHITE, while in the absence of such a context, a basic level object label might be more
appropriate.

Fig. 1. An example stimulus item for our experiments. The arrow represents a point or some gesture that signals that the
dinosaur on the right is being talked about, but does not give away which aspect of it is being referred to. In our experiments,
the goal of the learner is to infer whether a novel word (e.g. ‘‘dax’’) means BANDANNA or HEADBAND.

1 This easy puzzle is of course distinct from the harder version, the ‘‘true’’ Quinian puzzle: that there are infinitely many
conceptually possible referring expressions that include the referent in their extension, and some of these are extensionally
identical.

2 We use the term ‘‘inference’’ to distinguish between the process of figuring out what a word means and the later retention of
that meaning. Retention is a necessary component of learning (and there may be cases, for example ostensive naming, where
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Nevertheless, figuring out what an individual word means can be a surprisingly difficult puzzle. In
Quine’s (1960) classic example, he considers an anthropologist who observes a white rabbit running
by. One of his subjects points and says ‘‘gavagai.’’ Even assuming that the anthropologist interprets the
pointing gesture as a signal of reference (Tomasello, 2008; Wittgenstein, 1953), he must still infer
which property of the rabbit the word refers to. Some properties may be logically impossible to distin-
guish from one another—think ‘‘rabbit’’ and ‘‘undetached mass of rabbit parts.’’ But beyond these
philosophical edge cases, even useful properties can be strikingly difficult to distinguish: how can
he decide between ‘‘rabbit,’’ ‘‘animal,’’ ‘‘white,’’ ‘‘running,’’ or even ‘‘dinner’’? We can think of this as
an easy—but perhaps more common—version of the Quinian puzzle: For any known referent (the rab-
bit), there are many conceptually natural referring expressions that include the referent in their exten-
sion (Gleitman & Gleitman, 1992).1 Our argument here is that many of these can be ruled out on
pragmatic grounds, by considering the communicative context and the goals of the speaker.

Language learners have many tools at their disposal to help them limit the possibilities, including
patterns of consistent co-occurrence (Yu & Smith, 2007), the contrasting meanings of other words they
have learned (Clark, 1988; Markman & Wachtel, 1988), and the syntactic structure in which the word
appears (Gleitman, 1990). In the current work, however, we consider cases where these strategies are
ineffective, yet learners can nevertheless infer word meanings by considering the speaker’s commu-
nicative goal.2 These are cases where the pragmatics of the situation—roughly speaking, the fact that
a particular communicator is trying to achieve a particular goal in this context, and that he or she is fol-
lowing a rational strategy to do so—help in inferring word meaning. In our Quinian example, the intui-
tion we are pursuing is that the anthropologist may consider information necessary in the context in
assigning a tentative meaning to ‘‘gavagai.’’ If the white rabbit is tailed by a brown one, perhaps ‘‘gava-
gai’’ means WHITE, while in the absence of such a context, a basic level object label might be more
appropriate.

Fig. 1. An example stimulus item for our experiments. The arrow represents a point or some gesture that signals that the
dinosaur on the right is being talked about, but does not give away which aspect of it is being referred to. In our experiments,
the goal of the learner is to infer whether a novel word (e.g. ‘‘dax’’) means BANDANNA or HEADBAND.

1 This easy puzzle is of course distinct from the harder version, the ‘‘true’’ Quinian puzzle: that there are infinitely many
conceptually possible referring expressions that include the referent in their extension, and some of these are extensionally
identical.

2 We use the term ‘‘inference’’ to distinguish between the process of figuring out what a word means and the later retention of
that meaning. Retention is a necessary component of learning (and there may be cases, for example ostensive naming, where
retention is the only component of learning). Nevertheless, we are interested here in the process of inference in ambiguous
situations. We also note that the use of the term ‘‘inference’’ does not connote to us that the psychological computation is
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Nevertheless, figuring out what an individual word means can be a surprisingly difficult puzzle. In
Quine’s (1960) classic example, he considers an anthropologist who observes a white rabbit running
by. One of his subjects points and says ‘‘gavagai.’’ Even assuming that the anthropologist interprets the
pointing gesture as a signal of reference (Tomasello, 2008; Wittgenstein, 1953), he must still infer
which property of the rabbit the word refers to. Some properties may be logically impossible to distin-
guish from one another—think ‘‘rabbit’’ and ‘‘undetached mass of rabbit parts.’’ But beyond these
philosophical edge cases, even useful properties can be strikingly difficult to distinguish: how can
he decide between ‘‘rabbit,’’ ‘‘animal,’’ ‘‘white,’’ ‘‘running,’’ or even ‘‘dinner’’? We can think of this as
an easy—but perhaps more common—version of the Quinian puzzle: For any known referent (the rab-
bit), there are many conceptually natural referring expressions that include the referent in their exten-
sion (Gleitman & Gleitman, 1992).1 Our argument here is that many of these can be ruled out on
pragmatic grounds, by considering the communicative context and the goals of the speaker.

Language learners have many tools at their disposal to help them limit the possibilities, including
patterns of consistent co-occurrence (Yu & Smith, 2007), the contrasting meanings of other words they
have learned (Clark, 1988; Markman & Wachtel, 1988), and the syntactic structure in which the word
appears (Gleitman, 1990). In the current work, however, we consider cases where these strategies are
ineffective, yet learners can nevertheless infer word meanings by considering the speaker’s commu-
nicative goal.2 These are cases where the pragmatics of the situation—roughly speaking, the fact that
a particular communicator is trying to achieve a particular goal in this context, and that he or she is fol-
lowing a rational strategy to do so—help in inferring word meaning. In our Quinian example, the intui-
tion we are pursuing is that the anthropologist may consider information necessary in the context in
assigning a tentative meaning to ‘‘gavagai.’’ If the white rabbit is tailed by a brown one, perhaps ‘‘gava-
gai’’ means WHITE, while in the absence of such a context, a basic level object label might be more
appropriate.

Fig. 1. An example stimulus item for our experiments. The arrow represents a point or some gesture that signals that the
dinosaur on the right is being talked about, but does not give away which aspect of it is being referred to. In our experiments,
the goal of the learner is to infer whether a novel word (e.g. ‘‘dax’’) means BANDANNA or HEADBAND.

1 This easy puzzle is of course distinct from the harder version, the ‘‘true’’ Quinian puzzle: that there are infinitely many
conceptually possible referring expressions that include the referent in their extension, and some of these are extensionally
identical.

2 We use the term ‘‘inference’’ to distinguish between the process of figuring out what a word means and the later retention of
that meaning. Retention is a necessary component of learning (and there may be cases, for example ostensive naming, where
retention is the only component of learning). Nevertheless, we are interested here in the process of inference in ambiguous
situations. We also note that the use of the term ‘‘inference’’ does not connote to us that the psychological computation is
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networks, or just about any other formalism (MacKay, 2003).

M.C. Frank, N.D. Goodman / Cognitive Psychology 75 (2014) 80–96 81

) = 
0

1
2 + 0

= 0

PL0(

Nevertheless, figuring out what an individual word means can be a surprisingly difficult puzzle. In
Quine’s (1960) classic example, he considers an anthropologist who observes a white rabbit running
by. One of his subjects points and says ‘‘gavagai.’’ Even assuming that the anthropologist interprets the
pointing gesture as a signal of reference (Tomasello, 2008; Wittgenstein, 1953), he must still infer
which property of the rabbit the word refers to. Some properties may be logically impossible to distin-
guish from one another—think ‘‘rabbit’’ and ‘‘undetached mass of rabbit parts.’’ But beyond these
philosophical edge cases, even useful properties can be strikingly difficult to distinguish: how can
he decide between ‘‘rabbit,’’ ‘‘animal,’’ ‘‘white,’’ ‘‘running,’’ or even ‘‘dinner’’? We can think of this as
an easy—but perhaps more common—version of the Quinian puzzle: For any known referent (the rab-
bit), there are many conceptually natural referring expressions that include the referent in their exten-
sion (Gleitman & Gleitman, 1992).1 Our argument here is that many of these can be ruled out on
pragmatic grounds, by considering the communicative context and the goals of the speaker.

Language learners have many tools at their disposal to help them limit the possibilities, including
patterns of consistent co-occurrence (Yu & Smith, 2007), the contrasting meanings of other words they
have learned (Clark, 1988; Markman & Wachtel, 1988), and the syntactic structure in which the word
appears (Gleitman, 1990). In the current work, however, we consider cases where these strategies are
ineffective, yet learners can nevertheless infer word meanings by considering the speaker’s commu-
nicative goal.2 These are cases where the pragmatics of the situation—roughly speaking, the fact that
a particular communicator is trying to achieve a particular goal in this context, and that he or she is fol-
lowing a rational strategy to do so—help in inferring word meaning. In our Quinian example, the intui-
tion we are pursuing is that the anthropologist may consider information necessary in the context in
assigning a tentative meaning to ‘‘gavagai.’’ If the white rabbit is tailed by a brown one, perhaps ‘‘gava-
gai’’ means WHITE, while in the absence of such a context, a basic level object label might be more
appropriate.

Fig. 1. An example stimulus item for our experiments. The arrow represents a point or some gesture that signals that the
dinosaur on the right is being talked about, but does not give away which aspect of it is being referred to. In our experiments,
the goal of the learner is to infer whether a novel word (e.g. ‘‘dax’’) means BANDANNA or HEADBAND.

1 This easy puzzle is of course distinct from the harder version, the ‘‘true’’ Quinian puzzle: that there are infinitely many
conceptually possible referring expressions that include the referent in their extension, and some of these are extensionally
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by. One of his subjects points and says ‘‘gavagai.’’ Even assuming that the anthropologist interprets the
pointing gesture as a signal of reference (Tomasello, 2008; Wittgenstein, 1953), he must still infer
which property of the rabbit the word refers to. Some properties may be logically impossible to distin-
guish from one another—think ‘‘rabbit’’ and ‘‘undetached mass of rabbit parts.’’ But beyond these
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he decide between ‘‘rabbit,’’ ‘‘animal,’’ ‘‘white,’’ ‘‘running,’’ or even ‘‘dinner’’? We can think of this as
an easy—but perhaps more common—version of the Quinian puzzle: For any known referent (the rab-
bit), there are many conceptually natural referring expressions that include the referent in their exten-
sion (Gleitman & Gleitman, 1992).1 Our argument here is that many of these can be ruled out on
pragmatic grounds, by considering the communicative context and the goals of the speaker.

Language learners have many tools at their disposal to help them limit the possibilities, including
patterns of consistent co-occurrence (Yu & Smith, 2007), the contrasting meanings of other words they
have learned (Clark, 1988; Markman & Wachtel, 1988), and the syntactic structure in which the word
appears (Gleitman, 1990). In the current work, however, we consider cases where these strategies are
ineffective, yet learners can nevertheless infer word meanings by considering the speaker’s commu-
nicative goal.2 These are cases where the pragmatics of the situation—roughly speaking, the fact that
a particular communicator is trying to achieve a particular goal in this context, and that he or she is fol-
lowing a rational strategy to do so—help in inferring word meaning. In our Quinian example, the intui-
tion we are pursuing is that the anthropologist may consider information necessary in the context in
assigning a tentative meaning to ‘‘gavagai.’’ If the white rabbit is tailed by a brown one, perhaps ‘‘gava-
gai’’ means WHITE, while in the absence of such a context, a basic level object label might be more
appropriate.

Fig. 1. An example stimulus item for our experiments. The arrow represents a point or some gesture that signals that the
dinosaur on the right is being talked about, but does not give away which aspect of it is being referred to. In our experiments,
the goal of the learner is to infer whether a novel word (e.g. ‘‘dax’’) means BANDANNA or HEADBAND.
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2 We use the term ‘‘inference’’ to distinguish between the process of figuring out what a word means and the later retention of
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retention is the only component of learning). Nevertheless, we are interested here in the process of inference in ambiguous
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assigning a tentative meaning to ‘‘gavagai.’’ If the white rabbit is tailed by a brown one, perhaps ‘‘gava-
gai’’ means WHITE, while in the absence of such a context, a basic level object label might be more
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a particular communicator is trying to achieve a particular goal in this context, and that he or she is fol-
lowing a rational strategy to do so—help in inferring word meaning. In our Quinian example, the intui-
tion we are pursuing is that the anthropologist may consider information necessary in the context in
assigning a tentative meaning to ‘‘gavagai.’’ If the white rabbit is tailed by a brown one, perhaps ‘‘gava-
gai’’ means WHITE, while in the absence of such a context, a basic level object label might be more
appropriate.
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philosophical edge cases, even useful properties can be strikingly difficult to distinguish: how can
he decide between ‘‘rabbit,’’ ‘‘animal,’’ ‘‘white,’’ ‘‘running,’’ or even ‘‘dinner’’? We can think of this as
an easy—but perhaps more common—version of the Quinian puzzle: For any known referent (the rab-
bit), there are many conceptually natural referring expressions that include the referent in their exten-
sion (Gleitman & Gleitman, 1992).1 Our argument here is that many of these can be ruled out on
pragmatic grounds, by considering the communicative context and the goals of the speaker.

Language learners have many tools at their disposal to help them limit the possibilities, including
patterns of consistent co-occurrence (Yu & Smith, 2007), the contrasting meanings of other words they
have learned (Clark, 1988; Markman & Wachtel, 1988), and the syntactic structure in which the word
appears (Gleitman, 1990). In the current work, however, we consider cases where these strategies are
ineffective, yet learners can nevertheless infer word meanings by considering the speaker’s commu-
nicative goal.2 These are cases where the pragmatics of the situation—roughly speaking, the fact that
a particular communicator is trying to achieve a particular goal in this context, and that he or she is fol-
lowing a rational strategy to do so—help in inferring word meaning. In our Quinian example, the intui-
tion we are pursuing is that the anthropologist may consider information necessary in the context in
assigning a tentative meaning to ‘‘gavagai.’’ If the white rabbit is tailed by a brown one, perhaps ‘‘gava-
gai’’ means WHITE, while in the absence of such a context, a basic level object label might be more
appropriate.

Fig. 1. An example stimulus item for our experiments. The arrow represents a point or some gesture that signals that the
dinosaur on the right is being talked about, but does not give away which aspect of it is being referred to. In our experiments,
the goal of the learner is to infer whether a novel word (e.g. ‘‘dax’’) means BANDANNA or HEADBAND.

1 This easy puzzle is of course distinct from the harder version, the ‘‘true’’ Quinian puzzle: that there are infinitely many
conceptually possible referring expressions that include the referent in their extension, and some of these are extensionally
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2 We use the term ‘‘inference’’ to distinguish between the process of figuring out what a word means and the later retention of
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Quine’s (1960) classic example, he considers an anthropologist who observes a white rabbit running
by. One of his subjects points and says ‘‘gavagai.’’ Even assuming that the anthropologist interprets the
pointing gesture as a signal of reference (Tomasello, 2008; Wittgenstein, 1953), he must still infer
which property of the rabbit the word refers to. Some properties may be logically impossible to distin-
guish from one another—think ‘‘rabbit’’ and ‘‘undetached mass of rabbit parts.’’ But beyond these
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sion (Gleitman & Gleitman, 1992).1 Our argument here is that many of these can be ruled out on
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patterns of consistent co-occurrence (Yu & Smith, 2007), the contrasting meanings of other words they
have learned (Clark, 1988; Markman & Wachtel, 1988), and the syntactic structure in which the word
appears (Gleitman, 1990). In the current work, however, we consider cases where these strategies are
ineffective, yet learners can nevertheless infer word meanings by considering the speaker’s commu-
nicative goal.2 These are cases where the pragmatics of the situation—roughly speaking, the fact that
a particular communicator is trying to achieve a particular goal in this context, and that he or she is fol-
lowing a rational strategy to do so—help in inferring word meaning. In our Quinian example, the intui-
tion we are pursuing is that the anthropologist may consider information necessary in the context in
assigning a tentative meaning to ‘‘gavagai.’’ If the white rabbit is tailed by a brown one, perhaps ‘‘gava-
gai’’ means WHITE, while in the absence of such a context, a basic level object label might be more
appropriate.

Fig. 1. An example stimulus item for our experiments. The arrow represents a point or some gesture that signals that the
dinosaur on the right is being talked about, but does not give away which aspect of it is being referred to. In our experiments,
the goal of the learner is to infer whether a novel word (e.g. ‘‘dax’’) means BANDANNA or HEADBAND.

1 This easy puzzle is of course distinct from the harder version, the ‘‘true’’ Quinian puzzle: that there are infinitely many
conceptually possible referring expressions that include the referent in their extension, and some of these are extensionally
identical.

2 We use the term ‘‘inference’’ to distinguish between the process of figuring out what a word means and the later retention of
that meaning. Retention is a necessary component of learning (and there may be cases, for example ostensive naming, where
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Nevertheless, figuring out what an individual word means can be a surprisingly difficult puzzle. In
Quine’s (1960) classic example, he considers an anthropologist who observes a white rabbit running
by. One of his subjects points and says ‘‘gavagai.’’ Even assuming that the anthropologist interprets the
pointing gesture as a signal of reference (Tomasello, 2008; Wittgenstein, 1953), he must still infer
which property of the rabbit the word refers to. Some properties may be logically impossible to distin-
guish from one another—think ‘‘rabbit’’ and ‘‘undetached mass of rabbit parts.’’ But beyond these
philosophical edge cases, even useful properties can be strikingly difficult to distinguish: how can
he decide between ‘‘rabbit,’’ ‘‘animal,’’ ‘‘white,’’ ‘‘running,’’ or even ‘‘dinner’’? We can think of this as
an easy—but perhaps more common—version of the Quinian puzzle: For any known referent (the rab-
bit), there are many conceptually natural referring expressions that include the referent in their exten-
sion (Gleitman & Gleitman, 1992).1 Our argument here is that many of these can be ruled out on
pragmatic grounds, by considering the communicative context and the goals of the speaker.

Language learners have many tools at their disposal to help them limit the possibilities, including
patterns of consistent co-occurrence (Yu & Smith, 2007), the contrasting meanings of other words they
have learned (Clark, 1988; Markman & Wachtel, 1988), and the syntactic structure in which the word
appears (Gleitman, 1990). In the current work, however, we consider cases where these strategies are
ineffective, yet learners can nevertheless infer word meanings by considering the speaker’s commu-
nicative goal.2 These are cases where the pragmatics of the situation—roughly speaking, the fact that
a particular communicator is trying to achieve a particular goal in this context, and that he or she is fol-
lowing a rational strategy to do so—help in inferring word meaning. In our Quinian example, the intui-
tion we are pursuing is that the anthropologist may consider information necessary in the context in
assigning a tentative meaning to ‘‘gavagai.’’ If the white rabbit is tailed by a brown one, perhaps ‘‘gava-
gai’’ means WHITE, while in the absence of such a context, a basic level object label might be more
appropriate.

Fig. 1. An example stimulus item for our experiments. The arrow represents a point or some gesture that signals that the
dinosaur on the right is being talked about, but does not give away which aspect of it is being referred to. In our experiments,
the goal of the learner is to infer whether a novel word (e.g. ‘‘dax’’) means BANDANNA or HEADBAND.

1 This easy puzzle is of course distinct from the harder version, the ‘‘true’’ Quinian puzzle: that there are infinitely many
conceptually possible referring expressions that include the referent in their extension, and some of these are extensionally
identical.

2 We use the term ‘‘inference’’ to distinguish between the process of figuring out what a word means and the later retention of
that meaning. Retention is a necessary component of learning (and there may be cases, for example ostensive naming, where
retention is the only component of learning). Nevertheless, we are interested here in the process of inference in ambiguous
situations. We also note that the use of the term ‘‘inference’’ does not connote to us that the psychological computation is
necessarily symbolic or logical. Statistical inferences of the type described below can be instantiated in probabilistic logics, neural
networks, or just about any other formalism (MacKay, 2003).
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appropriate.
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sion (Gleitman & Gleitman, 1992).1 Our argument here is that many of these can be ruled out on
pragmatic grounds, by considering the communicative context and the goals of the speaker.

Language learners have many tools at their disposal to help them limit the possibilities, including
patterns of consistent co-occurrence (Yu & Smith, 2007), the contrasting meanings of other words they
have learned (Clark, 1988; Markman & Wachtel, 1988), and the syntactic structure in which the word
appears (Gleitman, 1990). In the current work, however, we consider cases where these strategies are
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lowing a rational strategy to do so—help in inferring word meaning. In our Quinian example, the intui-
tion we are pursuing is that the anthropologist may consider information necessary in the context in
assigning a tentative meaning to ‘‘gavagai.’’ If the white rabbit is tailed by a brown one, perhaps ‘‘gava-
gai’’ means WHITE, while in the absence of such a context, a basic level object label might be more
appropriate.

Fig. 1. An example stimulus item for our experiments. The arrow represents a point or some gesture that signals that the
dinosaur on the right is being talked about, but does not give away which aspect of it is being referred to. In our experiments,
the goal of the learner is to infer whether a novel word (e.g. ‘‘dax’’) means BANDANNA or HEADBAND.

1 This easy puzzle is of course distinct from the harder version, the ‘‘true’’ Quinian puzzle: that there are infinitely many
conceptually possible referring expressions that include the referent in their extension, and some of these are extensionally
identical.

2 We use the term ‘‘inference’’ to distinguish between the process of figuring out what a word means and the later retention of
that meaning. Retention is a necessary component of learning (and there may be cases, for example ostensive naming, where
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Nevertheless, figuring out what an individual word means can be a surprisingly difficult puzzle. In
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he decide between ‘‘rabbit,’’ ‘‘animal,’’ ‘‘white,’’ ‘‘running,’’ or even ‘‘dinner’’? We can think of this as
an easy—but perhaps more common—version of the Quinian puzzle: For any known referent (the rab-
bit), there are many conceptually natural referring expressions that include the referent in their exten-
sion (Gleitman & Gleitman, 1992).1 Our argument here is that many of these can be ruled out on
pragmatic grounds, by considering the communicative context and the goals of the speaker.

Language learners have many tools at their disposal to help them limit the possibilities, including
patterns of consistent co-occurrence (Yu & Smith, 2007), the contrasting meanings of other words they
have learned (Clark, 1988; Markman & Wachtel, 1988), and the syntactic structure in which the word
appears (Gleitman, 1990). In the current work, however, we consider cases where these strategies are
ineffective, yet learners can nevertheless infer word meanings by considering the speaker’s commu-
nicative goal.2 These are cases where the pragmatics of the situation—roughly speaking, the fact that
a particular communicator is trying to achieve a particular goal in this context, and that he or she is fol-
lowing a rational strategy to do so—help in inferring word meaning. In our Quinian example, the intui-
tion we are pursuing is that the anthropologist may consider information necessary in the context in
assigning a tentative meaning to ‘‘gavagai.’’ If the white rabbit is tailed by a brown one, perhaps ‘‘gava-
gai’’ means WHITE, while in the absence of such a context, a basic level object label might be more
appropriate.

Fig. 1. An example stimulus item for our experiments. The arrow represents a point or some gesture that signals that the
dinosaur on the right is being talked about, but does not give away which aspect of it is being referred to. In our experiments,
the goal of the learner is to infer whether a novel word (e.g. ‘‘dax’’) means BANDANNA or HEADBAND.

1 This easy puzzle is of course distinct from the harder version, the ‘‘true’’ Quinian puzzle: that there are infinitely many
conceptually possible referring expressions that include the referent in their extension, and some of these are extensionally
identical.

2 We use the term ‘‘inference’’ to distinguish between the process of figuring out what a word means and the later retention of
that meaning. Retention is a necessary component of learning (and there may be cases, for example ostensive naming, where
retention is the only component of learning). Nevertheless, we are interested here in the process of inference in ambiguous
situations. We also note that the use of the term ‘‘inference’’ does not connote to us that the psychological computation is
necessarily symbolic or logical. Statistical inferences of the type described below can be instantiated in probabilistic logics, neural
networks, or just about any other formalism (MacKay, 2003).
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Nevertheless, figuring out what an individual word means can be a surprisingly difficult puzzle. In
Quine’s (1960) classic example, he considers an anthropologist who observes a white rabbit running
by. One of his subjects points and says ‘‘gavagai.’’ Even assuming that the anthropologist interprets the
pointing gesture as a signal of reference (Tomasello, 2008; Wittgenstein, 1953), he must still infer
which property of the rabbit the word refers to. Some properties may be logically impossible to distin-
guish from one another—think ‘‘rabbit’’ and ‘‘undetached mass of rabbit parts.’’ But beyond these
philosophical edge cases, even useful properties can be strikingly difficult to distinguish: how can
he decide between ‘‘rabbit,’’ ‘‘animal,’’ ‘‘white,’’ ‘‘running,’’ or even ‘‘dinner’’? We can think of this as
an easy—but perhaps more common—version of the Quinian puzzle: For any known referent (the rab-
bit), there are many conceptually natural referring expressions that include the referent in their exten-
sion (Gleitman & Gleitman, 1992).1 Our argument here is that many of these can be ruled out on
pragmatic grounds, by considering the communicative context and the goals of the speaker.

Language learners have many tools at their disposal to help them limit the possibilities, including
patterns of consistent co-occurrence (Yu & Smith, 2007), the contrasting meanings of other words they
have learned (Clark, 1988; Markman & Wachtel, 1988), and the syntactic structure in which the word
appears (Gleitman, 1990). In the current work, however, we consider cases where these strategies are
ineffective, yet learners can nevertheless infer word meanings by considering the speaker’s commu-
nicative goal.2 These are cases where the pragmatics of the situation—roughly speaking, the fact that
a particular communicator is trying to achieve a particular goal in this context, and that he or she is fol-
lowing a rational strategy to do so—help in inferring word meaning. In our Quinian example, the intui-
tion we are pursuing is that the anthropologist may consider information necessary in the context in
assigning a tentative meaning to ‘‘gavagai.’’ If the white rabbit is tailed by a brown one, perhaps ‘‘gava-
gai’’ means WHITE, while in the absence of such a context, a basic level object label might be more
appropriate.

Fig. 1. An example stimulus item for our experiments. The arrow represents a point or some gesture that signals that the
dinosaur on the right is being talked about, but does not give away which aspect of it is being referred to. In our experiments,
the goal of the learner is to infer whether a novel word (e.g. ‘‘dax’’) means BANDANNA or HEADBAND.

1 This easy puzzle is of course distinct from the harder version, the ‘‘true’’ Quinian puzzle: that there are infinitely many
conceptually possible referring expressions that include the referent in their extension, and some of these are extensionally
identical.

2 We use the term ‘‘inference’’ to distinguish between the process of figuring out what a word means and the later retention of
that meaning. Retention is a necessary component of learning (and there may be cases, for example ostensive naming, where
retention is the only component of learning). Nevertheless, we are interested here in the process of inference in ambiguous
situations. We also note that the use of the term ‘‘inference’’ does not connote to us that the psychological computation is
necessarily symbolic or logical. Statistical inferences of the type described below can be instantiated in probabilistic logics, neural
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Nevertheless, figuring out what an individual word means can be a surprisingly difficult puzzle. In
Quine’s (1960) classic example, he considers an anthropologist who observes a white rabbit running
by. One of his subjects points and says ‘‘gavagai.’’ Even assuming that the anthropologist interprets the
pointing gesture as a signal of reference (Tomasello, 2008; Wittgenstein, 1953), he must still infer
which property of the rabbit the word refers to. Some properties may be logically impossible to distin-
guish from one another—think ‘‘rabbit’’ and ‘‘undetached mass of rabbit parts.’’ But beyond these
philosophical edge cases, even useful properties can be strikingly difficult to distinguish: how can
he decide between ‘‘rabbit,’’ ‘‘animal,’’ ‘‘white,’’ ‘‘running,’’ or even ‘‘dinner’’? We can think of this as
an easy—but perhaps more common—version of the Quinian puzzle: For any known referent (the rab-
bit), there are many conceptually natural referring expressions that include the referent in their exten-
sion (Gleitman & Gleitman, 1992).1 Our argument here is that many of these can be ruled out on
pragmatic grounds, by considering the communicative context and the goals of the speaker.

Language learners have many tools at their disposal to help them limit the possibilities, including
patterns of consistent co-occurrence (Yu & Smith, 2007), the contrasting meanings of other words they
have learned (Clark, 1988; Markman & Wachtel, 1988), and the syntactic structure in which the word
appears (Gleitman, 1990). In the current work, however, we consider cases where these strategies are
ineffective, yet learners can nevertheless infer word meanings by considering the speaker’s commu-
nicative goal.2 These are cases where the pragmatics of the situation—roughly speaking, the fact that
a particular communicator is trying to achieve a particular goal in this context, and that he or she is fol-
lowing a rational strategy to do so—help in inferring word meaning. In our Quinian example, the intui-
tion we are pursuing is that the anthropologist may consider information necessary in the context in
assigning a tentative meaning to ‘‘gavagai.’’ If the white rabbit is tailed by a brown one, perhaps ‘‘gava-
gai’’ means WHITE, while in the absence of such a context, a basic level object label might be more
appropriate.

Fig. 1. An example stimulus item for our experiments. The arrow represents a point or some gesture that signals that the
dinosaur on the right is being talked about, but does not give away which aspect of it is being referred to. In our experiments,
the goal of the learner is to infer whether a novel word (e.g. ‘‘dax’’) means BANDANNA or HEADBAND.

1 This easy puzzle is of course distinct from the harder version, the ‘‘true’’ Quinian puzzle: that there are infinitely many
conceptually possible referring expressions that include the referent in their extension, and some of these are extensionally
identical.

2 We use the term ‘‘inference’’ to distinguish between the process of figuring out what a word means and the later retention of
that meaning. Retention is a necessary component of learning (and there may be cases, for example ostensive naming, where
retention is the only component of learning). Nevertheless, we are interested here in the process of inference in ambiguous
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Nevertheless, figuring out what an individual word means can be a surprisingly difficult puzzle. In
Quine’s (1960) classic example, he considers an anthropologist who observes a white rabbit running
by. One of his subjects points and says ‘‘gavagai.’’ Even assuming that the anthropologist interprets the
pointing gesture as a signal of reference (Tomasello, 2008; Wittgenstein, 1953), he must still infer
which property of the rabbit the word refers to. Some properties may be logically impossible to distin-
guish from one another—think ‘‘rabbit’’ and ‘‘undetached mass of rabbit parts.’’ But beyond these
philosophical edge cases, even useful properties can be strikingly difficult to distinguish: how can
he decide between ‘‘rabbit,’’ ‘‘animal,’’ ‘‘white,’’ ‘‘running,’’ or even ‘‘dinner’’? We can think of this as
an easy—but perhaps more common—version of the Quinian puzzle: For any known referent (the rab-
bit), there are many conceptually natural referring expressions that include the referent in their exten-
sion (Gleitman & Gleitman, 1992).1 Our argument here is that many of these can be ruled out on
pragmatic grounds, by considering the communicative context and the goals of the speaker.

Language learners have many tools at their disposal to help them limit the possibilities, including
patterns of consistent co-occurrence (Yu & Smith, 2007), the contrasting meanings of other words they
have learned (Clark, 1988; Markman & Wachtel, 1988), and the syntactic structure in which the word
appears (Gleitman, 1990). In the current work, however, we consider cases where these strategies are
ineffective, yet learners can nevertheless infer word meanings by considering the speaker’s commu-
nicative goal.2 These are cases where the pragmatics of the situation—roughly speaking, the fact that
a particular communicator is trying to achieve a particular goal in this context, and that he or she is fol-
lowing a rational strategy to do so—help in inferring word meaning. In our Quinian example, the intui-
tion we are pursuing is that the anthropologist may consider information necessary in the context in
assigning a tentative meaning to ‘‘gavagai.’’ If the white rabbit is tailed by a brown one, perhaps ‘‘gava-
gai’’ means WHITE, while in the absence of such a context, a basic level object label might be more
appropriate.

Fig. 1. An example stimulus item for our experiments. The arrow represents a point or some gesture that signals that the
dinosaur on the right is being talked about, but does not give away which aspect of it is being referred to. In our experiments,
the goal of the learner is to infer whether a novel word (e.g. ‘‘dax’’) means BANDANNA or HEADBAND.

1 This easy puzzle is of course distinct from the harder version, the ‘‘true’’ Quinian puzzle: that there are infinitely many
conceptually possible referring expressions that include the referent in their extension, and some of these are extensionally
identical.

2 We use the term ‘‘inference’’ to distinguish between the process of figuring out what a word means and the later retention of
that meaning. Retention is a necessary component of learning (and there may be cases, for example ostensive naming, where
retention is the only component of learning). Nevertheless, we are interested here in the process of inference in ambiguous
situations. We also note that the use of the term ‘‘inference’’ does not connote to us that the psychological computation is
necessarily symbolic or logical. Statistical inferences of the type described below can be instantiated in probabilistic logics, neural
networks, or just about any other formalism (MacKay, 2003).
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that meaning. Retention is a necessary component of learning (and there may be cases, for example ostensive naming, where
retention is the only component of learning). Nevertheless, we are interested here in the process of inference in ambiguous
situations. We also note that the use of the term ‘‘inference’’ does not connote to us that the psychological computation is
necessarily symbolic or logical. Statistical inferences of the type described below can be instantiated in probabilistic logics, neural
networks, or just about any other formalism (MacKay, 2003).
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Nevertheless, figuring out what an individual word means can be a surprisingly difficult puzzle. In
Quine’s (1960) classic example, he considers an anthropologist who observes a white rabbit running
by. One of his subjects points and says ‘‘gavagai.’’ Even assuming that the anthropologist interprets the
pointing gesture as a signal of reference (Tomasello, 2008; Wittgenstein, 1953), he must still infer
which property of the rabbit the word refers to. Some properties may be logically impossible to distin-
guish from one another—think ‘‘rabbit’’ and ‘‘undetached mass of rabbit parts.’’ But beyond these
philosophical edge cases, even useful properties can be strikingly difficult to distinguish: how can
he decide between ‘‘rabbit,’’ ‘‘animal,’’ ‘‘white,’’ ‘‘running,’’ or even ‘‘dinner’’? We can think of this as
an easy—but perhaps more common—version of the Quinian puzzle: For any known referent (the rab-
bit), there are many conceptually natural referring expressions that include the referent in their exten-
sion (Gleitman & Gleitman, 1992).1 Our argument here is that many of these can be ruled out on
pragmatic grounds, by considering the communicative context and the goals of the speaker.

Language learners have many tools at their disposal to help them limit the possibilities, including
patterns of consistent co-occurrence (Yu & Smith, 2007), the contrasting meanings of other words they
have learned (Clark, 1988; Markman & Wachtel, 1988), and the syntactic structure in which the word
appears (Gleitman, 1990). In the current work, however, we consider cases where these strategies are
ineffective, yet learners can nevertheless infer word meanings by considering the speaker’s commu-
nicative goal.2 These are cases where the pragmatics of the situation—roughly speaking, the fact that
a particular communicator is trying to achieve a particular goal in this context, and that he or she is fol-
lowing a rational strategy to do so—help in inferring word meaning. In our Quinian example, the intui-
tion we are pursuing is that the anthropologist may consider information necessary in the context in
assigning a tentative meaning to ‘‘gavagai.’’ If the white rabbit is tailed by a brown one, perhaps ‘‘gava-
gai’’ means WHITE, while in the absence of such a context, a basic level object label might be more
appropriate.

Fig. 1. An example stimulus item for our experiments. The arrow represents a point or some gesture that signals that the
dinosaur on the right is being talked about, but does not give away which aspect of it is being referred to. In our experiments,
the goal of the learner is to infer whether a novel word (e.g. ‘‘dax’’) means BANDANNA or HEADBAND.

1 This easy puzzle is of course distinct from the harder version, the ‘‘true’’ Quinian puzzle: that there are infinitely many
conceptually possible referring expressions that include the referent in their extension, and some of these are extensionally
identical.

2 We use the term ‘‘inference’’ to distinguish between the process of figuring out what a word means and the later retention of
that meaning. Retention is a necessary component of learning (and there may be cases, for example ostensive naming, where
retention is the only component of learning). Nevertheless, we are interested here in the process of inference in ambiguous
situations. We also note that the use of the term ‘‘inference’’ does not connote to us that the psychological computation is
necessarily symbolic or logical. Statistical inferences of the type described below can be instantiated in probabilistic logics, neural
networks, or just about any other formalism (MacKay, 2003).
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Nevertheless, figuring out what an individual word means can be a surprisingly difficult puzzle. In
Quine’s (1960) classic example, he considers an anthropologist who observes a white rabbit running
by. One of his subjects points and says ‘‘gavagai.’’ Even assuming that the anthropologist interprets the
pointing gesture as a signal of reference (Tomasello, 2008; Wittgenstein, 1953), he must still infer
which property of the rabbit the word refers to. Some properties may be logically impossible to distin-
guish from one another—think ‘‘rabbit’’ and ‘‘undetached mass of rabbit parts.’’ But beyond these
philosophical edge cases, even useful properties can be strikingly difficult to distinguish: how can
he decide between ‘‘rabbit,’’ ‘‘animal,’’ ‘‘white,’’ ‘‘running,’’ or even ‘‘dinner’’? We can think of this as
an easy—but perhaps more common—version of the Quinian puzzle: For any known referent (the rab-
bit), there are many conceptually natural referring expressions that include the referent in their exten-
sion (Gleitman & Gleitman, 1992).1 Our argument here is that many of these can be ruled out on
pragmatic grounds, by considering the communicative context and the goals of the speaker.

Language learners have many tools at their disposal to help them limit the possibilities, including
patterns of consistent co-occurrence (Yu & Smith, 2007), the contrasting meanings of other words they
have learned (Clark, 1988; Markman & Wachtel, 1988), and the syntactic structure in which the word
appears (Gleitman, 1990). In the current work, however, we consider cases where these strategies are
ineffective, yet learners can nevertheless infer word meanings by considering the speaker’s commu-
nicative goal.2 These are cases where the pragmatics of the situation—roughly speaking, the fact that
a particular communicator is trying to achieve a particular goal in this context, and that he or she is fol-
lowing a rational strategy to do so—help in inferring word meaning. In our Quinian example, the intui-
tion we are pursuing is that the anthropologist may consider information necessary in the context in
assigning a tentative meaning to ‘‘gavagai.’’ If the white rabbit is tailed by a brown one, perhaps ‘‘gava-
gai’’ means WHITE, while in the absence of such a context, a basic level object label might be more
appropriate.

Fig. 1. An example stimulus item for our experiments. The arrow represents a point or some gesture that signals that the
dinosaur on the right is being talked about, but does not give away which aspect of it is being referred to. In our experiments,
the goal of the learner is to infer whether a novel word (e.g. ‘‘dax’’) means BANDANNA or HEADBAND.

1 This easy puzzle is of course distinct from the harder version, the ‘‘true’’ Quinian puzzle: that there are infinitely many
conceptually possible referring expressions that include the referent in their extension, and some of these are extensionally
identical.

2 We use the term ‘‘inference’’ to distinguish between the process of figuring out what a word means and the later retention of
that meaning. Retention is a necessary component of learning (and there may be cases, for example ostensive naming, where
retention is the only component of learning). Nevertheless, we are interested here in the process of inference in ambiguous
situations. We also note that the use of the term ‘‘inference’’ does not connote to us that the psychological computation is
necessarily symbolic or logical. Statistical inferences of the type described below can be instantiated in probabilistic logics, neural
networks, or just about any other formalism (MacKay, 2003).
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Nevertheless, figuring out what an individual word means can be a surprisingly difficult puzzle. In
Quine’s (1960) classic example, he considers an anthropologist who observes a white rabbit running
by. One of his subjects points and says ‘‘gavagai.’’ Even assuming that the anthropologist interprets the
pointing gesture as a signal of reference (Tomasello, 2008; Wittgenstein, 1953), he must still infer
which property of the rabbit the word refers to. Some properties may be logically impossible to distin-
guish from one another—think ‘‘rabbit’’ and ‘‘undetached mass of rabbit parts.’’ But beyond these
philosophical edge cases, even useful properties can be strikingly difficult to distinguish: how can
he decide between ‘‘rabbit,’’ ‘‘animal,’’ ‘‘white,’’ ‘‘running,’’ or even ‘‘dinner’’? We can think of this as
an easy—but perhaps more common—version of the Quinian puzzle: For any known referent (the rab-
bit), there are many conceptually natural referring expressions that include the referent in their exten-
sion (Gleitman & Gleitman, 1992).1 Our argument here is that many of these can be ruled out on
pragmatic grounds, by considering the communicative context and the goals of the speaker.

Language learners have many tools at their disposal to help them limit the possibilities, including
patterns of consistent co-occurrence (Yu & Smith, 2007), the contrasting meanings of other words they
have learned (Clark, 1988; Markman & Wachtel, 1988), and the syntactic structure in which the word
appears (Gleitman, 1990). In the current work, however, we consider cases where these strategies are
ineffective, yet learners can nevertheless infer word meanings by considering the speaker’s commu-
nicative goal.2 These are cases where the pragmatics of the situation—roughly speaking, the fact that
a particular communicator is trying to achieve a particular goal in this context, and that he or she is fol-
lowing a rational strategy to do so—help in inferring word meaning. In our Quinian example, the intui-
tion we are pursuing is that the anthropologist may consider information necessary in the context in
assigning a tentative meaning to ‘‘gavagai.’’ If the white rabbit is tailed by a brown one, perhaps ‘‘gava-
gai’’ means WHITE, while in the absence of such a context, a basic level object label might be more
appropriate.

Fig. 1. An example stimulus item for our experiments. The arrow represents a point or some gesture that signals that the
dinosaur on the right is being talked about, but does not give away which aspect of it is being referred to. In our experiments,
the goal of the learner is to infer whether a novel word (e.g. ‘‘dax’’) means BANDANNA or HEADBAND.

1 This easy puzzle is of course distinct from the harder version, the ‘‘true’’ Quinian puzzle: that there are infinitely many
conceptually possible referring expressions that include the referent in their extension, and some of these are extensionally
identical.

2 We use the term ‘‘inference’’ to distinguish between the process of figuring out what a word means and the later retention of
that meaning. Retention is a necessary component of learning (and there may be cases, for example ostensive naming, where
retention is the only component of learning). Nevertheless, we are interested here in the process of inference in ambiguous
situations. We also note that the use of the term ‘‘inference’’ does not connote to us that the psychological computation is
necessarily symbolic or logical. Statistical inferences of the type described below can be instantiated in probabilistic logics, neural
networks, or just about any other formalism (MacKay, 2003).
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Nevertheless, figuring out what an individual word means can be a surprisingly difficult puzzle. In
Quine’s (1960) classic example, he considers an anthropologist who observes a white rabbit running
by. One of his subjects points and says ‘‘gavagai.’’ Even assuming that the anthropologist interprets the
pointing gesture as a signal of reference (Tomasello, 2008; Wittgenstein, 1953), he must still infer
which property of the rabbit the word refers to. Some properties may be logically impossible to distin-
guish from one another—think ‘‘rabbit’’ and ‘‘undetached mass of rabbit parts.’’ But beyond these
philosophical edge cases, even useful properties can be strikingly difficult to distinguish: how can
he decide between ‘‘rabbit,’’ ‘‘animal,’’ ‘‘white,’’ ‘‘running,’’ or even ‘‘dinner’’? We can think of this as
an easy—but perhaps more common—version of the Quinian puzzle: For any known referent (the rab-
bit), there are many conceptually natural referring expressions that include the referent in their exten-
sion (Gleitman & Gleitman, 1992).1 Our argument here is that many of these can be ruled out on
pragmatic grounds, by considering the communicative context and the goals of the speaker.

Language learners have many tools at their disposal to help them limit the possibilities, including
patterns of consistent co-occurrence (Yu & Smith, 2007), the contrasting meanings of other words they
have learned (Clark, 1988; Markman & Wachtel, 1988), and the syntactic structure in which the word
appears (Gleitman, 1990). In the current work, however, we consider cases where these strategies are
ineffective, yet learners can nevertheless infer word meanings by considering the speaker’s commu-
nicative goal.2 These are cases where the pragmatics of the situation—roughly speaking, the fact that
a particular communicator is trying to achieve a particular goal in this context, and that he or she is fol-
lowing a rational strategy to do so—help in inferring word meaning. In our Quinian example, the intui-
tion we are pursuing is that the anthropologist may consider information necessary in the context in
assigning a tentative meaning to ‘‘gavagai.’’ If the white rabbit is tailed by a brown one, perhaps ‘‘gava-
gai’’ means WHITE, while in the absence of such a context, a basic level object label might be more
appropriate.

Fig. 1. An example stimulus item for our experiments. The arrow represents a point or some gesture that signals that the
dinosaur on the right is being talked about, but does not give away which aspect of it is being referred to. In our experiments,
the goal of the learner is to infer whether a novel word (e.g. ‘‘dax’’) means BANDANNA or HEADBAND.

1 This easy puzzle is of course distinct from the harder version, the ‘‘true’’ Quinian puzzle: that there are infinitely many
conceptually possible referring expressions that include the referent in their extension, and some of these are extensionally
identical.

2 We use the term ‘‘inference’’ to distinguish between the process of figuring out what a word means and the later retention of
that meaning. Retention is a necessary component of learning (and there may be cases, for example ostensive naming, where
retention is the only component of learning). Nevertheless, we are interested here in the process of inference in ambiguous
situations. We also note that the use of the term ‘‘inference’’ does not connote to us that the psychological computation is
necessarily symbolic or logical. Statistical inferences of the type described below can be instantiated in probabilistic logics, neural
networks, or just about any other formalism (MacKay, 2003).
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Quine’s (1960) classic example, he considers an anthropologist who observes a white rabbit running
by. One of his subjects points and says ‘‘gavagai.’’ Even assuming that the anthropologist interprets the
pointing gesture as a signal of reference (Tomasello, 2008; Wittgenstein, 1953), he must still infer
which property of the rabbit the word refers to. Some properties may be logically impossible to distin-
guish from one another—think ‘‘rabbit’’ and ‘‘undetached mass of rabbit parts.’’ But beyond these
philosophical edge cases, even useful properties can be strikingly difficult to distinguish: how can
he decide between ‘‘rabbit,’’ ‘‘animal,’’ ‘‘white,’’ ‘‘running,’’ or even ‘‘dinner’’? We can think of this as
an easy—but perhaps more common—version of the Quinian puzzle: For any known referent (the rab-
bit), there are many conceptually natural referring expressions that include the referent in their exten-
sion (Gleitman & Gleitman, 1992).1 Our argument here is that many of these can be ruled out on
pragmatic grounds, by considering the communicative context and the goals of the speaker.

Language learners have many tools at their disposal to help them limit the possibilities, including
patterns of consistent co-occurrence (Yu & Smith, 2007), the contrasting meanings of other words they
have learned (Clark, 1988; Markman & Wachtel, 1988), and the syntactic structure in which the word
appears (Gleitman, 1990). In the current work, however, we consider cases where these strategies are
ineffective, yet learners can nevertheless infer word meanings by considering the speaker’s commu-
nicative goal.2 These are cases where the pragmatics of the situation—roughly speaking, the fact that
a particular communicator is trying to achieve a particular goal in this context, and that he or she is fol-
lowing a rational strategy to do so—help in inferring word meaning. In our Quinian example, the intui-
tion we are pursuing is that the anthropologist may consider information necessary in the context in
assigning a tentative meaning to ‘‘gavagai.’’ If the white rabbit is tailed by a brown one, perhaps ‘‘gava-
gai’’ means WHITE, while in the absence of such a context, a basic level object label might be more
appropriate.

Fig. 1. An example stimulus item for our experiments. The arrow represents a point or some gesture that signals that the
dinosaur on the right is being talked about, but does not give away which aspect of it is being referred to. In our experiments,
the goal of the learner is to infer whether a novel word (e.g. ‘‘dax’’) means BANDANNA or HEADBAND.

1 This easy puzzle is of course distinct from the harder version, the ‘‘true’’ Quinian puzzle: that there are infinitely many
conceptually possible referring expressions that include the referent in their extension, and some of these are extensionally
identical.

2 We use the term ‘‘inference’’ to distinguish between the process of figuring out what a word means and the later retention of
that meaning. Retention is a necessary component of learning (and there may be cases, for example ostensive naming, where
retention is the only component of learning). Nevertheless, we are interested here in the process of inference in ambiguous
situations. We also note that the use of the term ‘‘inference’’ does not connote to us that the psychological computation is
necessarily symbolic or logical. Statistical inferences of the type described below can be instantiated in probabilistic logics, neural
networks, or just about any other formalism (MacKay, 2003).
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Nevertheless, figuring out what an individual word means can be a surprisingly difficult puzzle. In
Quine’s (1960) classic example, he considers an anthropologist who observes a white rabbit running
by. One of his subjects points and says ‘‘gavagai.’’ Even assuming that the anthropologist interprets the
pointing gesture as a signal of reference (Tomasello, 2008; Wittgenstein, 1953), he must still infer
which property of the rabbit the word refers to. Some properties may be logically impossible to distin-
guish from one another—think ‘‘rabbit’’ and ‘‘undetached mass of rabbit parts.’’ But beyond these
philosophical edge cases, even useful properties can be strikingly difficult to distinguish: how can
he decide between ‘‘rabbit,’’ ‘‘animal,’’ ‘‘white,’’ ‘‘running,’’ or even ‘‘dinner’’? We can think of this as
an easy—but perhaps more common—version of the Quinian puzzle: For any known referent (the rab-
bit), there are many conceptually natural referring expressions that include the referent in their exten-
sion (Gleitman & Gleitman, 1992).1 Our argument here is that many of these can be ruled out on
pragmatic grounds, by considering the communicative context and the goals of the speaker.

Language learners have many tools at their disposal to help them limit the possibilities, including
patterns of consistent co-occurrence (Yu & Smith, 2007), the contrasting meanings of other words they
have learned (Clark, 1988; Markman & Wachtel, 1988), and the syntactic structure in which the word
appears (Gleitman, 1990). In the current work, however, we consider cases where these strategies are
ineffective, yet learners can nevertheless infer word meanings by considering the speaker’s commu-
nicative goal.2 These are cases where the pragmatics of the situation—roughly speaking, the fact that
a particular communicator is trying to achieve a particular goal in this context, and that he or she is fol-
lowing a rational strategy to do so—help in inferring word meaning. In our Quinian example, the intui-
tion we are pursuing is that the anthropologist may consider information necessary in the context in
assigning a tentative meaning to ‘‘gavagai.’’ If the white rabbit is tailed by a brown one, perhaps ‘‘gava-
gai’’ means WHITE, while in the absence of such a context, a basic level object label might be more
appropriate.

Fig. 1. An example stimulus item for our experiments. The arrow represents a point or some gesture that signals that the
dinosaur on the right is being talked about, but does not give away which aspect of it is being referred to. In our experiments,
the goal of the learner is to infer whether a novel word (e.g. ‘‘dax’’) means BANDANNA or HEADBAND.

1 This easy puzzle is of course distinct from the harder version, the ‘‘true’’ Quinian puzzle: that there are infinitely many
conceptually possible referring expressions that include the referent in their extension, and some of these are extensionally
identical.

2 We use the term ‘‘inference’’ to distinguish between the process of figuring out what a word means and the later retention of
that meaning. Retention is a necessary component of learning (and there may be cases, for example ostensive naming, where
retention is the only component of learning). Nevertheless, we are interested here in the process of inference in ambiguous
situations. We also note that the use of the term ‘‘inference’’ does not connote to us that the psychological computation is
necessarily symbolic or logical. Statistical inferences of the type described below can be instantiated in probabilistic logics, neural
networks, or just about any other formalism (MacKay, 2003).
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Nevertheless, figuring out what an individual word means can be a surprisingly difficult puzzle. In
Quine’s (1960) classic example, he considers an anthropologist who observes a white rabbit running
by. One of his subjects points and says ‘‘gavagai.’’ Even assuming that the anthropologist interprets the
pointing gesture as a signal of reference (Tomasello, 2008; Wittgenstein, 1953), he must still infer
which property of the rabbit the word refers to. Some properties may be logically impossible to distin-
guish from one another—think ‘‘rabbit’’ and ‘‘undetached mass of rabbit parts.’’ But beyond these
philosophical edge cases, even useful properties can be strikingly difficult to distinguish: how can
he decide between ‘‘rabbit,’’ ‘‘animal,’’ ‘‘white,’’ ‘‘running,’’ or even ‘‘dinner’’? We can think of this as
an easy—but perhaps more common—version of the Quinian puzzle: For any known referent (the rab-
bit), there are many conceptually natural referring expressions that include the referent in their exten-
sion (Gleitman & Gleitman, 1992).1 Our argument here is that many of these can be ruled out on
pragmatic grounds, by considering the communicative context and the goals of the speaker.

Language learners have many tools at their disposal to help them limit the possibilities, including
patterns of consistent co-occurrence (Yu & Smith, 2007), the contrasting meanings of other words they
have learned (Clark, 1988; Markman & Wachtel, 1988), and the syntactic structure in which the word
appears (Gleitman, 1990). In the current work, however, we consider cases where these strategies are
ineffective, yet learners can nevertheless infer word meanings by considering the speaker’s commu-
nicative goal.2 These are cases where the pragmatics of the situation—roughly speaking, the fact that
a particular communicator is trying to achieve a particular goal in this context, and that he or she is fol-
lowing a rational strategy to do so—help in inferring word meaning. In our Quinian example, the intui-
tion we are pursuing is that the anthropologist may consider information necessary in the context in
assigning a tentative meaning to ‘‘gavagai.’’ If the white rabbit is tailed by a brown one, perhaps ‘‘gava-
gai’’ means WHITE, while in the absence of such a context, a basic level object label might be more
appropriate.

Fig. 1. An example stimulus item for our experiments. The arrow represents a point or some gesture that signals that the
dinosaur on the right is being talked about, but does not give away which aspect of it is being referred to. In our experiments,
the goal of the learner is to infer whether a novel word (e.g. ‘‘dax’’) means BANDANNA or HEADBAND.

1 This easy puzzle is of course distinct from the harder version, the ‘‘true’’ Quinian puzzle: that there are infinitely many
conceptually possible referring expressions that include the referent in their extension, and some of these are extensionally
identical.

2 We use the term ‘‘inference’’ to distinguish between the process of figuring out what a word means and the later retention of
that meaning. Retention is a necessary component of learning (and there may be cases, for example ostensive naming, where
retention is the only component of learning). Nevertheless, we are interested here in the process of inference in ambiguous
situations. We also note that the use of the term ‘‘inference’’ does not connote to us that the psychological computation is
necessarily symbolic or logical. Statistical inferences of the type described below can be instantiated in probabilistic logics, neural
networks, or just about any other formalism (MacKay, 2003).
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Nevertheless, figuring out what an individual word means can be a surprisingly difficult puzzle. In
Quine’s (1960) classic example, he considers an anthropologist who observes a white rabbit running
by. One of his subjects points and says ‘‘gavagai.’’ Even assuming that the anthropologist interprets the
pointing gesture as a signal of reference (Tomasello, 2008; Wittgenstein, 1953), he must still infer
which property of the rabbit the word refers to. Some properties may be logically impossible to distin-
guish from one another—think ‘‘rabbit’’ and ‘‘undetached mass of rabbit parts.’’ But beyond these
philosophical edge cases, even useful properties can be strikingly difficult to distinguish: how can
he decide between ‘‘rabbit,’’ ‘‘animal,’’ ‘‘white,’’ ‘‘running,’’ or even ‘‘dinner’’? We can think of this as
an easy—but perhaps more common—version of the Quinian puzzle: For any known referent (the rab-
bit), there are many conceptually natural referring expressions that include the referent in their exten-
sion (Gleitman & Gleitman, 1992).1 Our argument here is that many of these can be ruled out on
pragmatic grounds, by considering the communicative context and the goals of the speaker.

Language learners have many tools at their disposal to help them limit the possibilities, including
patterns of consistent co-occurrence (Yu & Smith, 2007), the contrasting meanings of other words they
have learned (Clark, 1988; Markman & Wachtel, 1988), and the syntactic structure in which the word
appears (Gleitman, 1990). In the current work, however, we consider cases where these strategies are
ineffective, yet learners can nevertheless infer word meanings by considering the speaker’s commu-
nicative goal.2 These are cases where the pragmatics of the situation—roughly speaking, the fact that
a particular communicator is trying to achieve a particular goal in this context, and that he or she is fol-
lowing a rational strategy to do so—help in inferring word meaning. In our Quinian example, the intui-
tion we are pursuing is that the anthropologist may consider information necessary in the context in
assigning a tentative meaning to ‘‘gavagai.’’ If the white rabbit is tailed by a brown one, perhaps ‘‘gava-
gai’’ means WHITE, while in the absence of such a context, a basic level object label might be more
appropriate.

Fig. 1. An example stimulus item for our experiments. The arrow represents a point or some gesture that signals that the
dinosaur on the right is being talked about, but does not give away which aspect of it is being referred to. In our experiments,
the goal of the learner is to infer whether a novel word (e.g. ‘‘dax’’) means BANDANNA or HEADBAND.

1 This easy puzzle is of course distinct from the harder version, the ‘‘true’’ Quinian puzzle: that there are infinitely many
conceptually possible referring expressions that include the referent in their extension, and some of these are extensionally
identical.

2 We use the term ‘‘inference’’ to distinguish between the process of figuring out what a word means and the later retention of
that meaning. Retention is a necessary component of learning (and there may be cases, for example ostensive naming, where
retention is the only component of learning). Nevertheless, we are interested here in the process of inference in ambiguous
situations. We also note that the use of the term ‘‘inference’’ does not connote to us that the psychological computation is
necessarily symbolic or logical. Statistical inferences of the type described below can be instantiated in probabilistic logics, neural
networks, or just about any other formalism (MacKay, 2003).
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Quine’s (1960) classic example, he considers an anthropologist who observes a white rabbit running
by. One of his subjects points and says ‘‘gavagai.’’ Even assuming that the anthropologist interprets the
pointing gesture as a signal of reference (Tomasello, 2008; Wittgenstein, 1953), he must still infer
which property of the rabbit the word refers to. Some properties may be logically impossible to distin-
guish from one another—think ‘‘rabbit’’ and ‘‘undetached mass of rabbit parts.’’ But beyond these
philosophical edge cases, even useful properties can be strikingly difficult to distinguish: how can
he decide between ‘‘rabbit,’’ ‘‘animal,’’ ‘‘white,’’ ‘‘running,’’ or even ‘‘dinner’’? We can think of this as
an easy—but perhaps more common—version of the Quinian puzzle: For any known referent (the rab-
bit), there are many conceptually natural referring expressions that include the referent in their exten-
sion (Gleitman & Gleitman, 1992).1 Our argument here is that many of these can be ruled out on
pragmatic grounds, by considering the communicative context and the goals of the speaker.

Language learners have many tools at their disposal to help them limit the possibilities, including
patterns of consistent co-occurrence (Yu & Smith, 2007), the contrasting meanings of other words they
have learned (Clark, 1988; Markman & Wachtel, 1988), and the syntactic structure in which the word
appears (Gleitman, 1990). In the current work, however, we consider cases where these strategies are
ineffective, yet learners can nevertheless infer word meanings by considering the speaker’s commu-
nicative goal.2 These are cases where the pragmatics of the situation—roughly speaking, the fact that
a particular communicator is trying to achieve a particular goal in this context, and that he or she is fol-
lowing a rational strategy to do so—help in inferring word meaning. In our Quinian example, the intui-
tion we are pursuing is that the anthropologist may consider information necessary in the context in
assigning a tentative meaning to ‘‘gavagai.’’ If the white rabbit is tailed by a brown one, perhaps ‘‘gava-
gai’’ means WHITE, while in the absence of such a context, a basic level object label might be more
appropriate.

Fig. 1. An example stimulus item for our experiments. The arrow represents a point or some gesture that signals that the
dinosaur on the right is being talked about, but does not give away which aspect of it is being referred to. In our experiments,
the goal of the learner is to infer whether a novel word (e.g. ‘‘dax’’) means BANDANNA or HEADBAND.

1 This easy puzzle is of course distinct from the harder version, the ‘‘true’’ Quinian puzzle: that there are infinitely many
conceptually possible referring expressions that include the referent in their extension, and some of these are extensionally
identical.

2 We use the term ‘‘inference’’ to distinguish between the process of figuring out what a word means and the later retention of
that meaning. Retention is a necessary component of learning (and there may be cases, for example ostensive naming, where
retention is the only component of learning). Nevertheless, we are interested here in the process of inference in ambiguous
situations. We also note that the use of the term ‘‘inference’’ does not connote to us that the psychological computation is
necessarily symbolic or logical. Statistical inferences of the type described below can be instantiated in probabilistic logics, neural
networks, or just about any other formalism (MacKay, 2003).
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Nevertheless, figuring out what an individual word means can be a surprisingly difficult puzzle. In
Quine’s (1960) classic example, he considers an anthropologist who observes a white rabbit running
by. One of his subjects points and says ‘‘gavagai.’’ Even assuming that the anthropologist interprets the
pointing gesture as a signal of reference (Tomasello, 2008; Wittgenstein, 1953), he must still infer
which property of the rabbit the word refers to. Some properties may be logically impossible to distin-
guish from one another—think ‘‘rabbit’’ and ‘‘undetached mass of rabbit parts.’’ But beyond these
philosophical edge cases, even useful properties can be strikingly difficult to distinguish: how can
he decide between ‘‘rabbit,’’ ‘‘animal,’’ ‘‘white,’’ ‘‘running,’’ or even ‘‘dinner’’? We can think of this as
an easy—but perhaps more common—version of the Quinian puzzle: For any known referent (the rab-
bit), there are many conceptually natural referring expressions that include the referent in their exten-
sion (Gleitman & Gleitman, 1992).1 Our argument here is that many of these can be ruled out on
pragmatic grounds, by considering the communicative context and the goals of the speaker.

Language learners have many tools at their disposal to help them limit the possibilities, including
patterns of consistent co-occurrence (Yu & Smith, 2007), the contrasting meanings of other words they
have learned (Clark, 1988; Markman & Wachtel, 1988), and the syntactic structure in which the word
appears (Gleitman, 1990). In the current work, however, we consider cases where these strategies are
ineffective, yet learners can nevertheless infer word meanings by considering the speaker’s commu-
nicative goal.2 These are cases where the pragmatics of the situation—roughly speaking, the fact that
a particular communicator is trying to achieve a particular goal in this context, and that he or she is fol-
lowing a rational strategy to do so—help in inferring word meaning. In our Quinian example, the intui-
tion we are pursuing is that the anthropologist may consider information necessary in the context in
assigning a tentative meaning to ‘‘gavagai.’’ If the white rabbit is tailed by a brown one, perhaps ‘‘gava-
gai’’ means WHITE, while in the absence of such a context, a basic level object label might be more
appropriate.

Fig. 1. An example stimulus item for our experiments. The arrow represents a point or some gesture that signals that the
dinosaur on the right is being talked about, but does not give away which aspect of it is being referred to. In our experiments,
the goal of the learner is to infer whether a novel word (e.g. ‘‘dax’’) means BANDANNA or HEADBAND.

1 This easy puzzle is of course distinct from the harder version, the ‘‘true’’ Quinian puzzle: that there are infinitely many
conceptually possible referring expressions that include the referent in their extension, and some of these are extensionally
identical.

2 We use the term ‘‘inference’’ to distinguish between the process of figuring out what a word means and the later retention of
that meaning. Retention is a necessary component of learning (and there may be cases, for example ostensive naming, where
retention is the only component of learning). Nevertheless, we are interested here in the process of inference in ambiguous
situations. We also note that the use of the term ‘‘inference’’ does not connote to us that the psychological computation is
necessarily symbolic or logical. Statistical inferences of the type described below can be instantiated in probabilistic logics, neural
networks, or just about any other formalism (MacKay, 2003).
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sion (Gleitman & Gleitman, 1992).1 Our argument here is that many of these can be ruled out on
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Language learners have many tools at their disposal to help them limit the possibilities, including
patterns of consistent co-occurrence (Yu & Smith, 2007), the contrasting meanings of other words they
have learned (Clark, 1988; Markman & Wachtel, 1988), and the syntactic structure in which the word
appears (Gleitman, 1990). In the current work, however, we consider cases where these strategies are
ineffective, yet learners can nevertheless infer word meanings by considering the speaker’s commu-
nicative goal.2 These are cases where the pragmatics of the situation—roughly speaking, the fact that
a particular communicator is trying to achieve a particular goal in this context, and that he or she is fol-
lowing a rational strategy to do so—help in inferring word meaning. In our Quinian example, the intui-
tion we are pursuing is that the anthropologist may consider information necessary in the context in
assigning a tentative meaning to ‘‘gavagai.’’ If the white rabbit is tailed by a brown one, perhaps ‘‘gava-
gai’’ means WHITE, while in the absence of such a context, a basic level object label might be more
appropriate.

Fig. 1. An example stimulus item for our experiments. The arrow represents a point or some gesture that signals that the
dinosaur on the right is being talked about, but does not give away which aspect of it is being referred to. In our experiments,
the goal of the learner is to infer whether a novel word (e.g. ‘‘dax’’) means BANDANNA or HEADBAND.

1 This easy puzzle is of course distinct from the harder version, the ‘‘true’’ Quinian puzzle: that there are infinitely many
conceptually possible referring expressions that include the referent in their extension, and some of these are extensionally
identical.

2 We use the term ‘‘inference’’ to distinguish between the process of figuring out what a word means and the later retention of
that meaning. Retention is a necessary component of learning (and there may be cases, for example ostensive naming, where
retention is the only component of learning). Nevertheless, we are interested here in the process of inference in ambiguous
situations. We also note that the use of the term ‘‘inference’’ does not connote to us that the psychological computation is
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Nevertheless, figuring out what an individual word means can be a surprisingly difficult puzzle. In
Quine’s (1960) classic example, he considers an anthropologist who observes a white rabbit running
by. One of his subjects points and says ‘‘gavagai.’’ Even assuming that the anthropologist interprets the
pointing gesture as a signal of reference (Tomasello, 2008; Wittgenstein, 1953), he must still infer
which property of the rabbit the word refers to. Some properties may be logically impossible to distin-
guish from one another—think ‘‘rabbit’’ and ‘‘undetached mass of rabbit parts.’’ But beyond these
philosophical edge cases, even useful properties can be strikingly difficult to distinguish: how can
he decide between ‘‘rabbit,’’ ‘‘animal,’’ ‘‘white,’’ ‘‘running,’’ or even ‘‘dinner’’? We can think of this as
an easy—but perhaps more common—version of the Quinian puzzle: For any known referent (the rab-
bit), there are many conceptually natural referring expressions that include the referent in their exten-
sion (Gleitman & Gleitman, 1992).1 Our argument here is that many of these can be ruled out on
pragmatic grounds, by considering the communicative context and the goals of the speaker.

Language learners have many tools at their disposal to help them limit the possibilities, including
patterns of consistent co-occurrence (Yu & Smith, 2007), the contrasting meanings of other words they
have learned (Clark, 1988; Markman & Wachtel, 1988), and the syntactic structure in which the word
appears (Gleitman, 1990). In the current work, however, we consider cases where these strategies are
ineffective, yet learners can nevertheless infer word meanings by considering the speaker’s commu-
nicative goal.2 These are cases where the pragmatics of the situation—roughly speaking, the fact that
a particular communicator is trying to achieve a particular goal in this context, and that he or she is fol-
lowing a rational strategy to do so—help in inferring word meaning. In our Quinian example, the intui-
tion we are pursuing is that the anthropologist may consider information necessary in the context in
assigning a tentative meaning to ‘‘gavagai.’’ If the white rabbit is tailed by a brown one, perhaps ‘‘gava-
gai’’ means WHITE, while in the absence of such a context, a basic level object label might be more
appropriate.

Fig. 1. An example stimulus item for our experiments. The arrow represents a point or some gesture that signals that the
dinosaur on the right is being talked about, but does not give away which aspect of it is being referred to. In our experiments,
the goal of the learner is to infer whether a novel word (e.g. ‘‘dax’’) means BANDANNA or HEADBAND.

1 This easy puzzle is of course distinct from the harder version, the ‘‘true’’ Quinian puzzle: that there are infinitely many
conceptually possible referring expressions that include the referent in their extension, and some of these are extensionally
identical.

2 We use the term ‘‘inference’’ to distinguish between the process of figuring out what a word means and the later retention of
that meaning. Retention is a necessary component of learning (and there may be cases, for example ostensive naming, where
retention is the only component of learning). Nevertheless, we are interested here in the process of inference in ambiguous
situations. We also note that the use of the term ‘‘inference’’ does not connote to us that the psychological computation is
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by. One of his subjects points and says ‘‘gavagai.’’ Even assuming that the anthropologist interprets the
pointing gesture as a signal of reference (Tomasello, 2008; Wittgenstein, 1953), he must still infer
which property of the rabbit the word refers to. Some properties may be logically impossible to distin-
guish from one another—think ‘‘rabbit’’ and ‘‘undetached mass of rabbit parts.’’ But beyond these
philosophical edge cases, even useful properties can be strikingly difficult to distinguish: how can
he decide between ‘‘rabbit,’’ ‘‘animal,’’ ‘‘white,’’ ‘‘running,’’ or even ‘‘dinner’’? We can think of this as
an easy—but perhaps more common—version of the Quinian puzzle: For any known referent (the rab-
bit), there are many conceptually natural referring expressions that include the referent in their exten-
sion (Gleitman & Gleitman, 1992).1 Our argument here is that many of these can be ruled out on
pragmatic grounds, by considering the communicative context and the goals of the speaker.

Language learners have many tools at their disposal to help them limit the possibilities, including
patterns of consistent co-occurrence (Yu & Smith, 2007), the contrasting meanings of other words they
have learned (Clark, 1988; Markman & Wachtel, 1988), and the syntactic structure in which the word
appears (Gleitman, 1990). In the current work, however, we consider cases where these strategies are
ineffective, yet learners can nevertheless infer word meanings by considering the speaker’s commu-
nicative goal.2 These are cases where the pragmatics of the situation—roughly speaking, the fact that
a particular communicator is trying to achieve a particular goal in this context, and that he or she is fol-
lowing a rational strategy to do so—help in inferring word meaning. In our Quinian example, the intui-
tion we are pursuing is that the anthropologist may consider information necessary in the context in
assigning a tentative meaning to ‘‘gavagai.’’ If the white rabbit is tailed by a brown one, perhaps ‘‘gava-
gai’’ means WHITE, while in the absence of such a context, a basic level object label might be more
appropriate.

Fig. 1. An example stimulus item for our experiments. The arrow represents a point or some gesture that signals that the
dinosaur on the right is being talked about, but does not give away which aspect of it is being referred to. In our experiments,
the goal of the learner is to infer whether a novel word (e.g. ‘‘dax’’) means BANDANNA or HEADBAND.

1 This easy puzzle is of course distinct from the harder version, the ‘‘true’’ Quinian puzzle: that there are infinitely many
conceptually possible referring expressions that include the referent in their extension, and some of these are extensionally
identical.

2 We use the term ‘‘inference’’ to distinguish between the process of figuring out what a word means and the later retention of
that meaning. Retention is a necessary component of learning (and there may be cases, for example ostensive naming, where
retention is the only component of learning). Nevertheless, we are interested here in the process of inference in ambiguous
situations. We also note that the use of the term ‘‘inference’’ does not connote to us that the psychological computation is
necessarily symbolic or logical. Statistical inferences of the type described below can be instantiated in probabilistic logics, neural
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Nevertheless, figuring out what an individual word means can be a surprisingly difficult puzzle. In
Quine’s (1960) classic example, he considers an anthropologist who observes a white rabbit running
by. One of his subjects points and says ‘‘gavagai.’’ Even assuming that the anthropologist interprets the
pointing gesture as a signal of reference (Tomasello, 2008; Wittgenstein, 1953), he must still infer
which property of the rabbit the word refers to. Some properties may be logically impossible to distin-
guish from one another—think ‘‘rabbit’’ and ‘‘undetached mass of rabbit parts.’’ But beyond these
philosophical edge cases, even useful properties can be strikingly difficult to distinguish: how can
he decide between ‘‘rabbit,’’ ‘‘animal,’’ ‘‘white,’’ ‘‘running,’’ or even ‘‘dinner’’? We can think of this as
an easy—but perhaps more common—version of the Quinian puzzle: For any known referent (the rab-
bit), there are many conceptually natural referring expressions that include the referent in their exten-
sion (Gleitman & Gleitman, 1992).1 Our argument here is that many of these can be ruled out on
pragmatic grounds, by considering the communicative context and the goals of the speaker.

Language learners have many tools at their disposal to help them limit the possibilities, including
patterns of consistent co-occurrence (Yu & Smith, 2007), the contrasting meanings of other words they
have learned (Clark, 1988; Markman & Wachtel, 1988), and the syntactic structure in which the word
appears (Gleitman, 1990). In the current work, however, we consider cases where these strategies are
ineffective, yet learners can nevertheless infer word meanings by considering the speaker’s commu-
nicative goal.2 These are cases where the pragmatics of the situation—roughly speaking, the fact that
a particular communicator is trying to achieve a particular goal in this context, and that he or she is fol-
lowing a rational strategy to do so—help in inferring word meaning. In our Quinian example, the intui-
tion we are pursuing is that the anthropologist may consider information necessary in the context in
assigning a tentative meaning to ‘‘gavagai.’’ If the white rabbit is tailed by a brown one, perhaps ‘‘gava-
gai’’ means WHITE, while in the absence of such a context, a basic level object label might be more
appropriate.

Fig. 1. An example stimulus item for our experiments. The arrow represents a point or some gesture that signals that the
dinosaur on the right is being talked about, but does not give away which aspect of it is being referred to. In our experiments,
the goal of the learner is to infer whether a novel word (e.g. ‘‘dax’’) means BANDANNA or HEADBAND.

1 This easy puzzle is of course distinct from the harder version, the ‘‘true’’ Quinian puzzle: that there are infinitely many
conceptually possible referring expressions that include the referent in their extension, and some of these are extensionally
identical.

2 We use the term ‘‘inference’’ to distinguish between the process of figuring out what a word means and the later retention of
that meaning. Retention is a necessary component of learning (and there may be cases, for example ostensive naming, where
retention is the only component of learning). Nevertheless, we are interested here in the process of inference in ambiguous
situations. We also note that the use of the term ‘‘inference’’ does not connote to us that the psychological computation is
necessarily symbolic or logical. Statistical inferences of the type described below can be instantiated in probabilistic logics, neural
networks, or just about any other formalism (MacKay, 2003).
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assigning a tentative meaning to ‘‘gavagai.’’ If the white rabbit is tailed by a brown one, perhaps ‘‘gava-
gai’’ means WHITE, while in the absence of such a context, a basic level object label might be more
appropriate.
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dinosaur on the right is being talked about, but does not give away which aspect of it is being referred to. In our experiments,
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Nevertheless, figuring out what an individual word means can be a surprisingly difficult puzzle. In
Quine’s (1960) classic example, he considers an anthropologist who observes a white rabbit running
by. One of his subjects points and says ‘‘gavagai.’’ Even assuming that the anthropologist interprets the
pointing gesture as a signal of reference (Tomasello, 2008; Wittgenstein, 1953), he must still infer
which property of the rabbit the word refers to. Some properties may be logically impossible to distin-
guish from one another—think ‘‘rabbit’’ and ‘‘undetached mass of rabbit parts.’’ But beyond these
philosophical edge cases, even useful properties can be strikingly difficult to distinguish: how can
he decide between ‘‘rabbit,’’ ‘‘animal,’’ ‘‘white,’’ ‘‘running,’’ or even ‘‘dinner’’? We can think of this as
an easy—but perhaps more common—version of the Quinian puzzle: For any known referent (the rab-
bit), there are many conceptually natural referring expressions that include the referent in their exten-
sion (Gleitman & Gleitman, 1992).1 Our argument here is that many of these can be ruled out on
pragmatic grounds, by considering the communicative context and the goals of the speaker.

Language learners have many tools at their disposal to help them limit the possibilities, including
patterns of consistent co-occurrence (Yu & Smith, 2007), the contrasting meanings of other words they
have learned (Clark, 1988; Markman & Wachtel, 1988), and the syntactic structure in which the word
appears (Gleitman, 1990). In the current work, however, we consider cases where these strategies are
ineffective, yet learners can nevertheless infer word meanings by considering the speaker’s commu-
nicative goal.2 These are cases where the pragmatics of the situation—roughly speaking, the fact that
a particular communicator is trying to achieve a particular goal in this context, and that he or she is fol-
lowing a rational strategy to do so—help in inferring word meaning. In our Quinian example, the intui-
tion we are pursuing is that the anthropologist may consider information necessary in the context in
assigning a tentative meaning to ‘‘gavagai.’’ If the white rabbit is tailed by a brown one, perhaps ‘‘gava-
gai’’ means WHITE, while in the absence of such a context, a basic level object label might be more
appropriate.

Fig. 1. An example stimulus item for our experiments. The arrow represents a point or some gesture that signals that the
dinosaur on the right is being talked about, but does not give away which aspect of it is being referred to. In our experiments,
the goal of the learner is to infer whether a novel word (e.g. ‘‘dax’’) means BANDANNA or HEADBAND.

1 This easy puzzle is of course distinct from the harder version, the ‘‘true’’ Quinian puzzle: that there are infinitely many
conceptually possible referring expressions that include the referent in their extension, and some of these are extensionally
identical.

2 We use the term ‘‘inference’’ to distinguish between the process of figuring out what a word means and the later retention of
that meaning. Retention is a necessary component of learning (and there may be cases, for example ostensive naming, where
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Nevertheless, figuring out what an individual word means can be a surprisingly difficult puzzle. In
Quine’s (1960) classic example, he considers an anthropologist who observes a white rabbit running
by. One of his subjects points and says ‘‘gavagai.’’ Even assuming that the anthropologist interprets the
pointing gesture as a signal of reference (Tomasello, 2008; Wittgenstein, 1953), he must still infer
which property of the rabbit the word refers to. Some properties may be logically impossible to distin-
guish from one another—think ‘‘rabbit’’ and ‘‘undetached mass of rabbit parts.’’ But beyond these
philosophical edge cases, even useful properties can be strikingly difficult to distinguish: how can
he decide between ‘‘rabbit,’’ ‘‘animal,’’ ‘‘white,’’ ‘‘running,’’ or even ‘‘dinner’’? We can think of this as
an easy—but perhaps more common—version of the Quinian puzzle: For any known referent (the rab-
bit), there are many conceptually natural referring expressions that include the referent in their exten-
sion (Gleitman & Gleitman, 1992).1 Our argument here is that many of these can be ruled out on
pragmatic grounds, by considering the communicative context and the goals of the speaker.

Language learners have many tools at their disposal to help them limit the possibilities, including
patterns of consistent co-occurrence (Yu & Smith, 2007), the contrasting meanings of other words they
have learned (Clark, 1988; Markman & Wachtel, 1988), and the syntactic structure in which the word
appears (Gleitman, 1990). In the current work, however, we consider cases where these strategies are
ineffective, yet learners can nevertheless infer word meanings by considering the speaker’s commu-
nicative goal.2 These are cases where the pragmatics of the situation—roughly speaking, the fact that
a particular communicator is trying to achieve a particular goal in this context, and that he or she is fol-
lowing a rational strategy to do so—help in inferring word meaning. In our Quinian example, the intui-
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a particular communicator is trying to achieve a particular goal in this context, and that he or she is fol-
lowing a rational strategy to do so—help in inferring word meaning. In our Quinian example, the intui-
tion we are pursuing is that the anthropologist may consider information necessary in the context in
assigning a tentative meaning to ‘‘gavagai.’’ If the white rabbit is tailed by a brown one, perhaps ‘‘gava-
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Quine’s (1960) classic example, he considers an anthropologist who observes a white rabbit running
by. One of his subjects points and says ‘‘gavagai.’’ Even assuming that the anthropologist interprets the
pointing gesture as a signal of reference (Tomasello, 2008; Wittgenstein, 1953), he must still infer
which property of the rabbit the word refers to. Some properties may be logically impossible to distin-
guish from one another—think ‘‘rabbit’’ and ‘‘undetached mass of rabbit parts.’’ But beyond these
philosophical edge cases, even useful properties can be strikingly difficult to distinguish: how can
he decide between ‘‘rabbit,’’ ‘‘animal,’’ ‘‘white,’’ ‘‘running,’’ or even ‘‘dinner’’? We can think of this as
an easy—but perhaps more common—version of the Quinian puzzle: For any known referent (the rab-
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patterns of consistent co-occurrence (Yu & Smith, 2007), the contrasting meanings of other words they
have learned (Clark, 1988; Markman & Wachtel, 1988), and the syntactic structure in which the word
appears (Gleitman, 1990). In the current work, however, we consider cases where these strategies are
ineffective, yet learners can nevertheless infer word meanings by considering the speaker’s commu-
nicative goal.2 These are cases where the pragmatics of the situation—roughly speaking, the fact that
a particular communicator is trying to achieve a particular goal in this context, and that he or she is fol-
lowing a rational strategy to do so—help in inferring word meaning. In our Quinian example, the intui-
tion we are pursuing is that the anthropologist may consider information necessary in the context in
assigning a tentative meaning to ‘‘gavagai.’’ If the white rabbit is tailed by a brown one, perhaps ‘‘gava-
gai’’ means WHITE, while in the absence of such a context, a basic level object label might be more
appropriate.
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dinosaur on the right is being talked about, but does not give away which aspect of it is being referred to. In our experiments,
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Nevertheless, figuring out what an individual word means can be a surprisingly difficult puzzle. In
Quine’s (1960) classic example, he considers an anthropologist who observes a white rabbit running
by. One of his subjects points and says ‘‘gavagai.’’ Even assuming that the anthropologist interprets the
pointing gesture as a signal of reference (Tomasello, 2008; Wittgenstein, 1953), he must still infer
which property of the rabbit the word refers to. Some properties may be logically impossible to distin-
guish from one another—think ‘‘rabbit’’ and ‘‘undetached mass of rabbit parts.’’ But beyond these
philosophical edge cases, even useful properties can be strikingly difficult to distinguish: how can
he decide between ‘‘rabbit,’’ ‘‘animal,’’ ‘‘white,’’ ‘‘running,’’ or even ‘‘dinner’’? We can think of this as
an easy—but perhaps more common—version of the Quinian puzzle: For any known referent (the rab-
bit), there are many conceptually natural referring expressions that include the referent in their exten-
sion (Gleitman & Gleitman, 1992).1 Our argument here is that many of these can be ruled out on
pragmatic grounds, by considering the communicative context and the goals of the speaker.

Language learners have many tools at their disposal to help them limit the possibilities, including
patterns of consistent co-occurrence (Yu & Smith, 2007), the contrasting meanings of other words they
have learned (Clark, 1988; Markman & Wachtel, 1988), and the syntactic structure in which the word
appears (Gleitman, 1990). In the current work, however, we consider cases where these strategies are
ineffective, yet learners can nevertheless infer word meanings by considering the speaker’s commu-
nicative goal.2 These are cases where the pragmatics of the situation—roughly speaking, the fact that
a particular communicator is trying to achieve a particular goal in this context, and that he or she is fol-
lowing a rational strategy to do so—help in inferring word meaning. In our Quinian example, the intui-
tion we are pursuing is that the anthropologist may consider information necessary in the context in
assigning a tentative meaning to ‘‘gavagai.’’ If the white rabbit is tailed by a brown one, perhaps ‘‘gava-
gai’’ means WHITE, while in the absence of such a context, a basic level object label might be more
appropriate.

Fig. 1. An example stimulus item for our experiments. The arrow represents a point or some gesture that signals that the
dinosaur on the right is being talked about, but does not give away which aspect of it is being referred to. In our experiments,
the goal of the learner is to infer whether a novel word (e.g. ‘‘dax’’) means BANDANNA or HEADBAND.

1 This easy puzzle is of course distinct from the harder version, the ‘‘true’’ Quinian puzzle: that there are infinitely many
conceptually possible referring expressions that include the referent in their extension, and some of these are extensionally
identical.

2 We use the term ‘‘inference’’ to distinguish between the process of figuring out what a word means and the later retention of
that meaning. Retention is a necessary component of learning (and there may be cases, for example ostensive naming, where
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assigning a tentative meaning to ‘‘gavagai.’’ If the white rabbit is tailed by a brown one, perhaps ‘‘gava-
gai’’ means WHITE, while in the absence of such a context, a basic level object label might be more
appropriate.
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Quine’s (1960) classic example, he considers an anthropologist who observes a white rabbit running
by. One of his subjects points and says ‘‘gavagai.’’ Even assuming that the anthropologist interprets the
pointing gesture as a signal of reference (Tomasello, 2008; Wittgenstein, 1953), he must still infer
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guish from one another—think ‘‘rabbit’’ and ‘‘undetached mass of rabbit parts.’’ But beyond these
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have learned (Clark, 1988; Markman & Wachtel, 1988), and the syntactic structure in which the word
appears (Gleitman, 1990). In the current work, however, we consider cases where these strategies are
ineffective, yet learners can nevertheless infer word meanings by considering the speaker’s commu-
nicative goal.2 These are cases where the pragmatics of the situation—roughly speaking, the fact that
a particular communicator is trying to achieve a particular goal in this context, and that he or she is fol-
lowing a rational strategy to do so—help in inferring word meaning. In our Quinian example, the intui-
tion we are pursuing is that the anthropologist may consider information necessary in the context in
assigning a tentative meaning to ‘‘gavagai.’’ If the white rabbit is tailed by a brown one, perhaps ‘‘gava-
gai’’ means WHITE, while in the absence of such a context, a basic level object label might be more
appropriate.

Fig. 1. An example stimulus item for our experiments. The arrow represents a point or some gesture that signals that the
dinosaur on the right is being talked about, but does not give away which aspect of it is being referred to. In our experiments,
the goal of the learner is to infer whether a novel word (e.g. ‘‘dax’’) means BANDANNA or HEADBAND.

1 This easy puzzle is of course distinct from the harder version, the ‘‘true’’ Quinian puzzle: that there are infinitely many
conceptually possible referring expressions that include the referent in their extension, and some of these are extensionally
identical.

2 We use the term ‘‘inference’’ to distinguish between the process of figuring out what a word means and the later retention of
that meaning. Retention is a necessary component of learning (and there may be cases, for example ostensive naming, where
retention is the only component of learning). Nevertheless, we are interested here in the process of inference in ambiguous
situations. We also note that the use of the term ‘‘inference’’ does not connote to us that the psychological computation is
necessarily symbolic or logical. Statistical inferences of the type described below can be instantiated in probabilistic logics, neural
networks, or just about any other formalism (MacKay, 2003).
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Nevertheless, figuring out what an individual word means can be a surprisingly difficult puzzle. In
Quine’s (1960) classic example, he considers an anthropologist who observes a white rabbit running
by. One of his subjects points and says ‘‘gavagai.’’ Even assuming that the anthropologist interprets the
pointing gesture as a signal of reference (Tomasello, 2008; Wittgenstein, 1953), he must still infer
which property of the rabbit the word refers to. Some properties may be logically impossible to distin-
guish from one another—think ‘‘rabbit’’ and ‘‘undetached mass of rabbit parts.’’ But beyond these
philosophical edge cases, even useful properties can be strikingly difficult to distinguish: how can
he decide between ‘‘rabbit,’’ ‘‘animal,’’ ‘‘white,’’ ‘‘running,’’ or even ‘‘dinner’’? We can think of this as
an easy—but perhaps more common—version of the Quinian puzzle: For any known referent (the rab-
bit), there are many conceptually natural referring expressions that include the referent in their exten-
sion (Gleitman & Gleitman, 1992).1 Our argument here is that many of these can be ruled out on
pragmatic grounds, by considering the communicative context and the goals of the speaker.

Language learners have many tools at their disposal to help them limit the possibilities, including
patterns of consistent co-occurrence (Yu & Smith, 2007), the contrasting meanings of other words they
have learned (Clark, 1988; Markman & Wachtel, 1988), and the syntactic structure in which the word
appears (Gleitman, 1990). In the current work, however, we consider cases where these strategies are
ineffective, yet learners can nevertheless infer word meanings by considering the speaker’s commu-
nicative goal.2 These are cases where the pragmatics of the situation—roughly speaking, the fact that
a particular communicator is trying to achieve a particular goal in this context, and that he or she is fol-
lowing a rational strategy to do so—help in inferring word meaning. In our Quinian example, the intui-
tion we are pursuing is that the anthropologist may consider information necessary in the context in
assigning a tentative meaning to ‘‘gavagai.’’ If the white rabbit is tailed by a brown one, perhaps ‘‘gava-
gai’’ means WHITE, while in the absence of such a context, a basic level object label might be more
appropriate.

Fig. 1. An example stimulus item for our experiments. The arrow represents a point or some gesture that signals that the
dinosaur on the right is being talked about, but does not give away which aspect of it is being referred to. In our experiments,
the goal of the learner is to infer whether a novel word (e.g. ‘‘dax’’) means BANDANNA or HEADBAND.

1 This easy puzzle is of course distinct from the harder version, the ‘‘true’’ Quinian puzzle: that there are infinitely many
conceptually possible referring expressions that include the referent in their extension, and some of these are extensionally
identical.

2 We use the term ‘‘inference’’ to distinguish between the process of figuring out what a word means and the later retention of
that meaning. Retention is a necessary component of learning (and there may be cases, for example ostensive naming, where
retention is the only component of learning). Nevertheless, we are interested here in the process of inference in ambiguous
situations. We also note that the use of the term ‘‘inference’’ does not connote to us that the psychological computation is
necessarily symbolic or logical. Statistical inferences of the type described below can be instantiated in probabilistic logics, neural
networks, or just about any other formalism (MacKay, 2003).
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Nevertheless, figuring out what an individual word means can be a surprisingly difficult puzzle. In
Quine’s (1960) classic example, he considers an anthropologist who observes a white rabbit running
by. One of his subjects points and says ‘‘gavagai.’’ Even assuming that the anthropologist interprets the
pointing gesture as a signal of reference (Tomasello, 2008; Wittgenstein, 1953), he must still infer
which property of the rabbit the word refers to. Some properties may be logically impossible to distin-
guish from one another—think ‘‘rabbit’’ and ‘‘undetached mass of rabbit parts.’’ But beyond these
philosophical edge cases, even useful properties can be strikingly difficult to distinguish: how can
he decide between ‘‘rabbit,’’ ‘‘animal,’’ ‘‘white,’’ ‘‘running,’’ or even ‘‘dinner’’? We can think of this as
an easy—but perhaps more common—version of the Quinian puzzle: For any known referent (the rab-
bit), there are many conceptually natural referring expressions that include the referent in their exten-
sion (Gleitman & Gleitman, 1992).1 Our argument here is that many of these can be ruled out on
pragmatic grounds, by considering the communicative context and the goals of the speaker.

Language learners have many tools at their disposal to help them limit the possibilities, including
patterns of consistent co-occurrence (Yu & Smith, 2007), the contrasting meanings of other words they
have learned (Clark, 1988; Markman & Wachtel, 1988), and the syntactic structure in which the word
appears (Gleitman, 1990). In the current work, however, we consider cases where these strategies are
ineffective, yet learners can nevertheless infer word meanings by considering the speaker’s commu-
nicative goal.2 These are cases where the pragmatics of the situation—roughly speaking, the fact that
a particular communicator is trying to achieve a particular goal in this context, and that he or she is fol-
lowing a rational strategy to do so—help in inferring word meaning. In our Quinian example, the intui-
tion we are pursuing is that the anthropologist may consider information necessary in the context in
assigning a tentative meaning to ‘‘gavagai.’’ If the white rabbit is tailed by a brown one, perhaps ‘‘gava-
gai’’ means WHITE, while in the absence of such a context, a basic level object label might be more
appropriate.

Fig. 1. An example stimulus item for our experiments. The arrow represents a point or some gesture that signals that the
dinosaur on the right is being talked about, but does not give away which aspect of it is being referred to. In our experiments,
the goal of the learner is to infer whether a novel word (e.g. ‘‘dax’’) means BANDANNA or HEADBAND.

1 This easy puzzle is of course distinct from the harder version, the ‘‘true’’ Quinian puzzle: that there are infinitely many
conceptually possible referring expressions that include the referent in their extension, and some of these are extensionally
identical.

2 We use the term ‘‘inference’’ to distinguish between the process of figuring out what a word means and the later retention of
that meaning. Retention is a necessary component of learning (and there may be cases, for example ostensive naming, where
retention is the only component of learning). Nevertheless, we are interested here in the process of inference in ambiguous
situations. We also note that the use of the term ‘‘inference’’ does not connote to us that the psychological computation is
necessarily symbolic or logical. Statistical inferences of the type described below can be instantiated in probabilistic logics, neural
networks, or just about any other formalism (MacKay, 2003).
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Nevertheless, figuring out what an individual word means can be a surprisingly difficult puzzle. In
Quine’s (1960) classic example, he considers an anthropologist who observes a white rabbit running
by. One of his subjects points and says ‘‘gavagai.’’ Even assuming that the anthropologist interprets the
pointing gesture as a signal of reference (Tomasello, 2008; Wittgenstein, 1953), he must still infer
which property of the rabbit the word refers to. Some properties may be logically impossible to distin-
guish from one another—think ‘‘rabbit’’ and ‘‘undetached mass of rabbit parts.’’ But beyond these
philosophical edge cases, even useful properties can be strikingly difficult to distinguish: how can
he decide between ‘‘rabbit,’’ ‘‘animal,’’ ‘‘white,’’ ‘‘running,’’ or even ‘‘dinner’’? We can think of this as
an easy—but perhaps more common—version of the Quinian puzzle: For any known referent (the rab-
bit), there are many conceptually natural referring expressions that include the referent in their exten-
sion (Gleitman & Gleitman, 1992).1 Our argument here is that many of these can be ruled out on
pragmatic grounds, by considering the communicative context and the goals of the speaker.

Language learners have many tools at their disposal to help them limit the possibilities, including
patterns of consistent co-occurrence (Yu & Smith, 2007), the contrasting meanings of other words they
have learned (Clark, 1988; Markman & Wachtel, 1988), and the syntactic structure in which the word
appears (Gleitman, 1990). In the current work, however, we consider cases where these strategies are
ineffective, yet learners can nevertheless infer word meanings by considering the speaker’s commu-
nicative goal.2 These are cases where the pragmatics of the situation—roughly speaking, the fact that
a particular communicator is trying to achieve a particular goal in this context, and that he or she is fol-
lowing a rational strategy to do so—help in inferring word meaning. In our Quinian example, the intui-
tion we are pursuing is that the anthropologist may consider information necessary in the context in
assigning a tentative meaning to ‘‘gavagai.’’ If the white rabbit is tailed by a brown one, perhaps ‘‘gava-
gai’’ means WHITE, while in the absence of such a context, a basic level object label might be more
appropriate.

Fig. 1. An example stimulus item for our experiments. The arrow represents a point or some gesture that signals that the
dinosaur on the right is being talked about, but does not give away which aspect of it is being referred to. In our experiments,
the goal of the learner is to infer whether a novel word (e.g. ‘‘dax’’) means BANDANNA or HEADBAND.

1 This easy puzzle is of course distinct from the harder version, the ‘‘true’’ Quinian puzzle: that there are infinitely many
conceptually possible referring expressions that include the referent in their extension, and some of these are extensionally
identical.

2 We use the term ‘‘inference’’ to distinguish between the process of figuring out what a word means and the later retention of
that meaning. Retention is a necessary component of learning (and there may be cases, for example ostensive naming, where
retention is the only component of learning). Nevertheless, we are interested here in the process of inference in ambiguous
situations. We also note that the use of the term ‘‘inference’’ does not connote to us that the psychological computation is
necessarily symbolic or logical. Statistical inferences of the type described below can be instantiated in probabilistic logics, neural
networks, or just about any other formalism (MacKay, 2003).

M.C. Frank, N.D. Goodman / Cognitive Psychology 75 (2014) 80–96 81

) = 0 

PS1(“bandana” | ) =  1
3

Nevertheless, figuring out what an individual word means can be a surprisingly difficult puzzle. In
Quine’s (1960) classic example, he considers an anthropologist who observes a white rabbit running
by. One of his subjects points and says ‘‘gavagai.’’ Even assuming that the anthropologist interprets the
pointing gesture as a signal of reference (Tomasello, 2008; Wittgenstein, 1953), he must still infer
which property of the rabbit the word refers to. Some properties may be logically impossible to distin-
guish from one another—think ‘‘rabbit’’ and ‘‘undetached mass of rabbit parts.’’ But beyond these
philosophical edge cases, even useful properties can be strikingly difficult to distinguish: how can
he decide between ‘‘rabbit,’’ ‘‘animal,’’ ‘‘white,’’ ‘‘running,’’ or even ‘‘dinner’’? We can think of this as
an easy—but perhaps more common—version of the Quinian puzzle: For any known referent (the rab-
bit), there are many conceptually natural referring expressions that include the referent in their exten-
sion (Gleitman & Gleitman, 1992).1 Our argument here is that many of these can be ruled out on
pragmatic grounds, by considering the communicative context and the goals of the speaker.

Language learners have many tools at their disposal to help them limit the possibilities, including
patterns of consistent co-occurrence (Yu & Smith, 2007), the contrasting meanings of other words they
have learned (Clark, 1988; Markman & Wachtel, 1988), and the syntactic structure in which the word
appears (Gleitman, 1990). In the current work, however, we consider cases where these strategies are
ineffective, yet learners can nevertheless infer word meanings by considering the speaker’s commu-
nicative goal.2 These are cases where the pragmatics of the situation—roughly speaking, the fact that
a particular communicator is trying to achieve a particular goal in this context, and that he or she is fol-
lowing a rational strategy to do so—help in inferring word meaning. In our Quinian example, the intui-
tion we are pursuing is that the anthropologist may consider information necessary in the context in
assigning a tentative meaning to ‘‘gavagai.’’ If the white rabbit is tailed by a brown one, perhaps ‘‘gava-
gai’’ means WHITE, while in the absence of such a context, a basic level object label might be more
appropriate.

Fig. 1. An example stimulus item for our experiments. The arrow represents a point or some gesture that signals that the
dinosaur on the right is being talked about, but does not give away which aspect of it is being referred to. In our experiments,
the goal of the learner is to infer whether a novel word (e.g. ‘‘dax’’) means BANDANNA or HEADBAND.

1 This easy puzzle is of course distinct from the harder version, the ‘‘true’’ Quinian puzzle: that there are infinitely many
conceptually possible referring expressions that include the referent in their extension, and some of these are extensionally
identical.

2 We use the term ‘‘inference’’ to distinguish between the process of figuring out what a word means and the later retention of
that meaning. Retention is a necessary component of learning (and there may be cases, for example ostensive naming, where
retention is the only component of learning). Nevertheless, we are interested here in the process of inference in ambiguous
situations. We also note that the use of the term ‘‘inference’’ does not connote to us that the psychological computation is
necessarily symbolic or logical. Statistical inferences of the type described below can be instantiated in probabilistic logics, neural
networks, or just about any other formalism (MacKay, 2003).
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Nevertheless, figuring out what an individual word means can be a surprisingly difficult puzzle. In
Quine’s (1960) classic example, he considers an anthropologist who observes a white rabbit running
by. One of his subjects points and says ‘‘gavagai.’’ Even assuming that the anthropologist interprets the
pointing gesture as a signal of reference (Tomasello, 2008; Wittgenstein, 1953), he must still infer
which property of the rabbit the word refers to. Some properties may be logically impossible to distin-
guish from one another—think ‘‘rabbit’’ and ‘‘undetached mass of rabbit parts.’’ But beyond these
philosophical edge cases, even useful properties can be strikingly difficult to distinguish: how can
he decide between ‘‘rabbit,’’ ‘‘animal,’’ ‘‘white,’’ ‘‘running,’’ or even ‘‘dinner’’? We can think of this as
an easy—but perhaps more common—version of the Quinian puzzle: For any known referent (the rab-
bit), there are many conceptually natural referring expressions that include the referent in their exten-
sion (Gleitman & Gleitman, 1992).1 Our argument here is that many of these can be ruled out on
pragmatic grounds, by considering the communicative context and the goals of the speaker.

Language learners have many tools at their disposal to help them limit the possibilities, including
patterns of consistent co-occurrence (Yu & Smith, 2007), the contrasting meanings of other words they
have learned (Clark, 1988; Markman & Wachtel, 1988), and the syntactic structure in which the word
appears (Gleitman, 1990). In the current work, however, we consider cases where these strategies are
ineffective, yet learners can nevertheless infer word meanings by considering the speaker’s commu-
nicative goal.2 These are cases where the pragmatics of the situation—roughly speaking, the fact that
a particular communicator is trying to achieve a particular goal in this context, and that he or she is fol-
lowing a rational strategy to do so—help in inferring word meaning. In our Quinian example, the intui-
tion we are pursuing is that the anthropologist may consider information necessary in the context in
assigning a tentative meaning to ‘‘gavagai.’’ If the white rabbit is tailed by a brown one, perhaps ‘‘gava-
gai’’ means WHITE, while in the absence of such a context, a basic level object label might be more
appropriate.

Fig. 1. An example stimulus item for our experiments. The arrow represents a point or some gesture that signals that the
dinosaur on the right is being talked about, but does not give away which aspect of it is being referred to. In our experiments,
the goal of the learner is to infer whether a novel word (e.g. ‘‘dax’’) means BANDANNA or HEADBAND.

1 This easy puzzle is of course distinct from the harder version, the ‘‘true’’ Quinian puzzle: that there are infinitely many
conceptually possible referring expressions that include the referent in their extension, and some of these are extensionally
identical.

2 We use the term ‘‘inference’’ to distinguish between the process of figuring out what a word means and the later retention of
that meaning. Retention is a necessary component of learning (and there may be cases, for example ostensive naming, where
retention is the only component of learning). Nevertheless, we are interested here in the process of inference in ambiguous
situations. We also note that the use of the term ‘‘inference’’ does not connote to us that the psychological computation is
necessarily symbolic or logical. Statistical inferences of the type described below can be instantiated in probabilistic logics, neural
networks, or just about any other formalism (MacKay, 2003).
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Nevertheless, figuring out what an individual word means can be a surprisingly difficult puzzle. In
Quine’s (1960) classic example, he considers an anthropologist who observes a white rabbit running
by. One of his subjects points and says ‘‘gavagai.’’ Even assuming that the anthropologist interprets the
pointing gesture as a signal of reference (Tomasello, 2008; Wittgenstein, 1953), he must still infer
which property of the rabbit the word refers to. Some properties may be logically impossible to distin-
guish from one another—think ‘‘rabbit’’ and ‘‘undetached mass of rabbit parts.’’ But beyond these
philosophical edge cases, even useful properties can be strikingly difficult to distinguish: how can
he decide between ‘‘rabbit,’’ ‘‘animal,’’ ‘‘white,’’ ‘‘running,’’ or even ‘‘dinner’’? We can think of this as
an easy—but perhaps more common—version of the Quinian puzzle: For any known referent (the rab-
bit), there are many conceptually natural referring expressions that include the referent in their exten-
sion (Gleitman & Gleitman, 1992).1 Our argument here is that many of these can be ruled out on
pragmatic grounds, by considering the communicative context and the goals of the speaker.

Language learners have many tools at their disposal to help them limit the possibilities, including
patterns of consistent co-occurrence (Yu & Smith, 2007), the contrasting meanings of other words they
have learned (Clark, 1988; Markman & Wachtel, 1988), and the syntactic structure in which the word
appears (Gleitman, 1990). In the current work, however, we consider cases where these strategies are
ineffective, yet learners can nevertheless infer word meanings by considering the speaker’s commu-
nicative goal.2 These are cases where the pragmatics of the situation—roughly speaking, the fact that
a particular communicator is trying to achieve a particular goal in this context, and that he or she is fol-
lowing a rational strategy to do so—help in inferring word meaning. In our Quinian example, the intui-
tion we are pursuing is that the anthropologist may consider information necessary in the context in
assigning a tentative meaning to ‘‘gavagai.’’ If the white rabbit is tailed by a brown one, perhaps ‘‘gava-
gai’’ means WHITE, while in the absence of such a context, a basic level object label might be more
appropriate.

Fig. 1. An example stimulus item for our experiments. The arrow represents a point or some gesture that signals that the
dinosaur on the right is being talked about, but does not give away which aspect of it is being referred to. In our experiments,
the goal of the learner is to infer whether a novel word (e.g. ‘‘dax’’) means BANDANNA or HEADBAND.

1 This easy puzzle is of course distinct from the harder version, the ‘‘true’’ Quinian puzzle: that there are infinitely many
conceptually possible referring expressions that include the referent in their extension, and some of these are extensionally
identical.

2 We use the term ‘‘inference’’ to distinguish between the process of figuring out what a word means and the later retention of
that meaning. Retention is a necessary component of learning (and there may be cases, for example ostensive naming, where
retention is the only component of learning). Nevertheless, we are interested here in the process of inference in ambiguous
situations. We also note that the use of the term ‘‘inference’’ does not connote to us that the psychological computation is
necessarily symbolic or logical. Statistical inferences of the type described below can be instantiated in probabilistic logics, neural
networks, or just about any other formalism (MacKay, 2003).
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Nevertheless, figuring out what an individual word means can be a surprisingly difficult puzzle. In
Quine’s (1960) classic example, he considers an anthropologist who observes a white rabbit running
by. One of his subjects points and says ‘‘gavagai.’’ Even assuming that the anthropologist interprets the
pointing gesture as a signal of reference (Tomasello, 2008; Wittgenstein, 1953), he must still infer
which property of the rabbit the word refers to. Some properties may be logically impossible to distin-
guish from one another—think ‘‘rabbit’’ and ‘‘undetached mass of rabbit parts.’’ But beyond these
philosophical edge cases, even useful properties can be strikingly difficult to distinguish: how can
he decide between ‘‘rabbit,’’ ‘‘animal,’’ ‘‘white,’’ ‘‘running,’’ or even ‘‘dinner’’? We can think of this as
an easy—but perhaps more common—version of the Quinian puzzle: For any known referent (the rab-
bit), there are many conceptually natural referring expressions that include the referent in their exten-
sion (Gleitman & Gleitman, 1992).1 Our argument here is that many of these can be ruled out on
pragmatic grounds, by considering the communicative context and the goals of the speaker.

Language learners have many tools at their disposal to help them limit the possibilities, including
patterns of consistent co-occurrence (Yu & Smith, 2007), the contrasting meanings of other words they
have learned (Clark, 1988; Markman & Wachtel, 1988), and the syntactic structure in which the word
appears (Gleitman, 1990). In the current work, however, we consider cases where these strategies are
ineffective, yet learners can nevertheless infer word meanings by considering the speaker’s commu-
nicative goal.2 These are cases where the pragmatics of the situation—roughly speaking, the fact that
a particular communicator is trying to achieve a particular goal in this context, and that he or she is fol-
lowing a rational strategy to do so—help in inferring word meaning. In our Quinian example, the intui-
tion we are pursuing is that the anthropologist may consider information necessary in the context in
assigning a tentative meaning to ‘‘gavagai.’’ If the white rabbit is tailed by a brown one, perhaps ‘‘gava-
gai’’ means WHITE, while in the absence of such a context, a basic level object label might be more
appropriate.

Fig. 1. An example stimulus item for our experiments. The arrow represents a point or some gesture that signals that the
dinosaur on the right is being talked about, but does not give away which aspect of it is being referred to. In our experiments,
the goal of the learner is to infer whether a novel word (e.g. ‘‘dax’’) means BANDANNA or HEADBAND.

1 This easy puzzle is of course distinct from the harder version, the ‘‘true’’ Quinian puzzle: that there are infinitely many
conceptually possible referring expressions that include the referent in their extension, and some of these are extensionally
identical.

2 We use the term ‘‘inference’’ to distinguish between the process of figuring out what a word means and the later retention of
that meaning. Retention is a necessary component of learning (and there may be cases, for example ostensive naming, where
retention is the only component of learning). Nevertheless, we are interested here in the process of inference in ambiguous
situations. We also note that the use of the term ‘‘inference’’ does not connote to us that the psychological computation is
necessarily symbolic or logical. Statistical inferences of the type described below can be instantiated in probabilistic logics, neural
networks, or just about any other formalism (MacKay, 2003).
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Nevertheless, figuring out what an individual word means can be a surprisingly difficult puzzle. In
Quine’s (1960) classic example, he considers an anthropologist who observes a white rabbit running
by. One of his subjects points and says ‘‘gavagai.’’ Even assuming that the anthropologist interprets the
pointing gesture as a signal of reference (Tomasello, 2008; Wittgenstein, 1953), he must still infer
which property of the rabbit the word refers to. Some properties may be logically impossible to distin-
guish from one another—think ‘‘rabbit’’ and ‘‘undetached mass of rabbit parts.’’ But beyond these
philosophical edge cases, even useful properties can be strikingly difficult to distinguish: how can
he decide between ‘‘rabbit,’’ ‘‘animal,’’ ‘‘white,’’ ‘‘running,’’ or even ‘‘dinner’’? We can think of this as
an easy—but perhaps more common—version of the Quinian puzzle: For any known referent (the rab-
bit), there are many conceptually natural referring expressions that include the referent in their exten-
sion (Gleitman & Gleitman, 1992).1 Our argument here is that many of these can be ruled out on
pragmatic grounds, by considering the communicative context and the goals of the speaker.

Language learners have many tools at their disposal to help them limit the possibilities, including
patterns of consistent co-occurrence (Yu & Smith, 2007), the contrasting meanings of other words they
have learned (Clark, 1988; Markman & Wachtel, 1988), and the syntactic structure in which the word
appears (Gleitman, 1990). In the current work, however, we consider cases where these strategies are
ineffective, yet learners can nevertheless infer word meanings by considering the speaker’s commu-
nicative goal.2 These are cases where the pragmatics of the situation—roughly speaking, the fact that
a particular communicator is trying to achieve a particular goal in this context, and that he or she is fol-
lowing a rational strategy to do so—help in inferring word meaning. In our Quinian example, the intui-
tion we are pursuing is that the anthropologist may consider information necessary in the context in
assigning a tentative meaning to ‘‘gavagai.’’ If the white rabbit is tailed by a brown one, perhaps ‘‘gava-
gai’’ means WHITE, while in the absence of such a context, a basic level object label might be more
appropriate.

Fig. 1. An example stimulus item for our experiments. The arrow represents a point or some gesture that signals that the
dinosaur on the right is being talked about, but does not give away which aspect of it is being referred to. In our experiments,
the goal of the learner is to infer whether a novel word (e.g. ‘‘dax’’) means BANDANNA or HEADBAND.

1 This easy puzzle is of course distinct from the harder version, the ‘‘true’’ Quinian puzzle: that there are infinitely many
conceptually possible referring expressions that include the referent in their extension, and some of these are extensionally
identical.

2 We use the term ‘‘inference’’ to distinguish between the process of figuring out what a word means and the later retention of
that meaning. Retention is a necessary component of learning (and there may be cases, for example ostensive naming, where
retention is the only component of learning). Nevertheless, we are interested here in the process of inference in ambiguous
situations. We also note that the use of the term ‘‘inference’’ does not connote to us that the psychological computation is
necessarily symbolic or logical. Statistical inferences of the type described below can be instantiated in probabilistic logics, neural
networks, or just about any other formalism (MacKay, 2003).
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Nevertheless, figuring out what an individual word means can be a surprisingly difficult puzzle. In
Quine’s (1960) classic example, he considers an anthropologist who observes a white rabbit running
by. One of his subjects points and says ‘‘gavagai.’’ Even assuming that the anthropologist interprets the
pointing gesture as a signal of reference (Tomasello, 2008; Wittgenstein, 1953), he must still infer
which property of the rabbit the word refers to. Some properties may be logically impossible to distin-
guish from one another—think ‘‘rabbit’’ and ‘‘undetached mass of rabbit parts.’’ But beyond these
philosophical edge cases, even useful properties can be strikingly difficult to distinguish: how can
he decide between ‘‘rabbit,’’ ‘‘animal,’’ ‘‘white,’’ ‘‘running,’’ or even ‘‘dinner’’? We can think of this as
an easy—but perhaps more common—version of the Quinian puzzle: For any known referent (the rab-
bit), there are many conceptually natural referring expressions that include the referent in their exten-
sion (Gleitman & Gleitman, 1992).1 Our argument here is that many of these can be ruled out on
pragmatic grounds, by considering the communicative context and the goals of the speaker.

Language learners have many tools at their disposal to help them limit the possibilities, including
patterns of consistent co-occurrence (Yu & Smith, 2007), the contrasting meanings of other words they
have learned (Clark, 1988; Markman & Wachtel, 1988), and the syntactic structure in which the word
appears (Gleitman, 1990). In the current work, however, we consider cases where these strategies are
ineffective, yet learners can nevertheless infer word meanings by considering the speaker’s commu-
nicative goal.2 These are cases where the pragmatics of the situation—roughly speaking, the fact that
a particular communicator is trying to achieve a particular goal in this context, and that he or she is fol-
lowing a rational strategy to do so—help in inferring word meaning. In our Quinian example, the intui-
tion we are pursuing is that the anthropologist may consider information necessary in the context in
assigning a tentative meaning to ‘‘gavagai.’’ If the white rabbit is tailed by a brown one, perhaps ‘‘gava-
gai’’ means WHITE, while in the absence of such a context, a basic level object label might be more
appropriate.

Fig. 1. An example stimulus item for our experiments. The arrow represents a point or some gesture that signals that the
dinosaur on the right is being talked about, but does not give away which aspect of it is being referred to. In our experiments,
the goal of the learner is to infer whether a novel word (e.g. ‘‘dax’’) means BANDANNA or HEADBAND.

1 This easy puzzle is of course distinct from the harder version, the ‘‘true’’ Quinian puzzle: that there are infinitely many
conceptually possible referring expressions that include the referent in their extension, and some of these are extensionally
identical.

2 We use the term ‘‘inference’’ to distinguish between the process of figuring out what a word means and the later retention of
that meaning. Retention is a necessary component of learning (and there may be cases, for example ostensive naming, where
retention is the only component of learning). Nevertheless, we are interested here in the process of inference in ambiguous
situations. We also note that the use of the term ‘‘inference’’ does not connote to us that the psychological computation is
necessarily symbolic or logical. Statistical inferences of the type described below can be instantiated in probabilistic logics, neural
networks, or just about any other formalism (MacKay, 2003).

M.C. Frank, N.D. Goodman / Cognitive Psychology 75 (2014) 80–96 81

| “bandana”) 

Nevertheless, figuring out what an individual word means can be a surprisingly difficult puzzle. In
Quine’s (1960) classic example, he considers an anthropologist who observes a white rabbit running
by. One of his subjects points and says ‘‘gavagai.’’ Even assuming that the anthropologist interprets the
pointing gesture as a signal of reference (Tomasello, 2008; Wittgenstein, 1953), he must still infer
which property of the rabbit the word refers to. Some properties may be logically impossible to distin-
guish from one another—think ‘‘rabbit’’ and ‘‘undetached mass of rabbit parts.’’ But beyond these
philosophical edge cases, even useful properties can be strikingly difficult to distinguish: how can
he decide between ‘‘rabbit,’’ ‘‘animal,’’ ‘‘white,’’ ‘‘running,’’ or even ‘‘dinner’’? We can think of this as
an easy—but perhaps more common—version of the Quinian puzzle: For any known referent (the rab-
bit), there are many conceptually natural referring expressions that include the referent in their exten-
sion (Gleitman & Gleitman, 1992).1 Our argument here is that many of these can be ruled out on
pragmatic grounds, by considering the communicative context and the goals of the speaker.

Language learners have many tools at their disposal to help them limit the possibilities, including
patterns of consistent co-occurrence (Yu & Smith, 2007), the contrasting meanings of other words they
have learned (Clark, 1988; Markman & Wachtel, 1988), and the syntactic structure in which the word
appears (Gleitman, 1990). In the current work, however, we consider cases where these strategies are
ineffective, yet learners can nevertheless infer word meanings by considering the speaker’s commu-
nicative goal.2 These are cases where the pragmatics of the situation—roughly speaking, the fact that
a particular communicator is trying to achieve a particular goal in this context, and that he or she is fol-
lowing a rational strategy to do so—help in inferring word meaning. In our Quinian example, the intui-
tion we are pursuing is that the anthropologist may consider information necessary in the context in
assigning a tentative meaning to ‘‘gavagai.’’ If the white rabbit is tailed by a brown one, perhaps ‘‘gava-
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lowing a rational strategy to do so—help in inferring word meaning. In our Quinian example, the intui-
tion we are pursuing is that the anthropologist may consider information necessary in the context in
assigning a tentative meaning to ‘‘gavagai.’’ If the white rabbit is tailed by a brown one, perhaps ‘‘gava-
gai’’ means WHITE, while in the absence of such a context, a basic level object label might be more
appropriate.
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Nevertheless, figuring out what an individual word means can be a surprisingly difficult puzzle. In
Quine’s (1960) classic example, he considers an anthropologist who observes a white rabbit running
by. One of his subjects points and says ‘‘gavagai.’’ Even assuming that the anthropologist interprets the
pointing gesture as a signal of reference (Tomasello, 2008; Wittgenstein, 1953), he must still infer
which property of the rabbit the word refers to. Some properties may be logically impossible to distin-
guish from one another—think ‘‘rabbit’’ and ‘‘undetached mass of rabbit parts.’’ But beyond these
philosophical edge cases, even useful properties can be strikingly difficult to distinguish: how can
he decide between ‘‘rabbit,’’ ‘‘animal,’’ ‘‘white,’’ ‘‘running,’’ or even ‘‘dinner’’? We can think of this as
an easy—but perhaps more common—version of the Quinian puzzle: For any known referent (the rab-
bit), there are many conceptually natural referring expressions that include the referent in their exten-
sion (Gleitman & Gleitman, 1992).1 Our argument here is that many of these can be ruled out on
pragmatic grounds, by considering the communicative context and the goals of the speaker.

Language learners have many tools at their disposal to help them limit the possibilities, including
patterns of consistent co-occurrence (Yu & Smith, 2007), the contrasting meanings of other words they
have learned (Clark, 1988; Markman & Wachtel, 1988), and the syntactic structure in which the word
appears (Gleitman, 1990). In the current work, however, we consider cases where these strategies are
ineffective, yet learners can nevertheless infer word meanings by considering the speaker’s commu-
nicative goal.2 These are cases where the pragmatics of the situation—roughly speaking, the fact that
a particular communicator is trying to achieve a particular goal in this context, and that he or she is fol-
lowing a rational strategy to do so—help in inferring word meaning. In our Quinian example, the intui-
tion we are pursuing is that the anthropologist may consider information necessary in the context in
assigning a tentative meaning to ‘‘gavagai.’’ If the white rabbit is tailed by a brown one, perhaps ‘‘gava-
gai’’ means WHITE, while in the absence of such a context, a basic level object label might be more
appropriate.

Fig. 1. An example stimulus item for our experiments. The arrow represents a point or some gesture that signals that the
dinosaur on the right is being talked about, but does not give away which aspect of it is being referred to. In our experiments,
the goal of the learner is to infer whether a novel word (e.g. ‘‘dax’’) means BANDANNA or HEADBAND.

1 This easy puzzle is of course distinct from the harder version, the ‘‘true’’ Quinian puzzle: that there are infinitely many
conceptually possible referring expressions that include the referent in their extension, and some of these are extensionally
identical.

2 We use the term ‘‘inference’’ to distinguish between the process of figuring out what a word means and the later retention of
that meaning. Retention is a necessary component of learning (and there may be cases, for example ostensive naming, where
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Nevertheless, figuring out what an individual word means can be a surprisingly difficult puzzle. In
Quine’s (1960) classic example, he considers an anthropologist who observes a white rabbit running
by. One of his subjects points and says ‘‘gavagai.’’ Even assuming that the anthropologist interprets the
pointing gesture as a signal of reference (Tomasello, 2008; Wittgenstein, 1953), he must still infer
which property of the rabbit the word refers to. Some properties may be logically impossible to distin-
guish from one another—think ‘‘rabbit’’ and ‘‘undetached mass of rabbit parts.’’ But beyond these
philosophical edge cases, even useful properties can be strikingly difficult to distinguish: how can
he decide between ‘‘rabbit,’’ ‘‘animal,’’ ‘‘white,’’ ‘‘running,’’ or even ‘‘dinner’’? We can think of this as
an easy—but perhaps more common—version of the Quinian puzzle: For any known referent (the rab-
bit), there are many conceptually natural referring expressions that include the referent in their exten-
sion (Gleitman & Gleitman, 1992).1 Our argument here is that many of these can be ruled out on
pragmatic grounds, by considering the communicative context and the goals of the speaker.

Language learners have many tools at their disposal to help them limit the possibilities, including
patterns of consistent co-occurrence (Yu & Smith, 2007), the contrasting meanings of other words they
have learned (Clark, 1988; Markman & Wachtel, 1988), and the syntactic structure in which the word
appears (Gleitman, 1990). In the current work, however, we consider cases where these strategies are
ineffective, yet learners can nevertheless infer word meanings by considering the speaker’s commu-
nicative goal.2 These are cases where the pragmatics of the situation—roughly speaking, the fact that
a particular communicator is trying to achieve a particular goal in this context, and that he or she is fol-
lowing a rational strategy to do so—help in inferring word meaning. In our Quinian example, the intui-
tion we are pursuing is that the anthropologist may consider information necessary in the context in
assigning a tentative meaning to ‘‘gavagai.’’ If the white rabbit is tailed by a brown one, perhaps ‘‘gava-
gai’’ means WHITE, while in the absence of such a context, a basic level object label might be more
appropriate.

Fig. 1. An example stimulus item for our experiments. The arrow represents a point or some gesture that signals that the
dinosaur on the right is being talked about, but does not give away which aspect of it is being referred to. In our experiments,
the goal of the learner is to infer whether a novel word (e.g. ‘‘dax’’) means BANDANNA or HEADBAND.

1 This easy puzzle is of course distinct from the harder version, the ‘‘true’’ Quinian puzzle: that there are infinitely many
conceptually possible referring expressions that include the referent in their extension, and some of these are extensionally
identical.

2 We use the term ‘‘inference’’ to distinguish between the process of figuring out what a word means and the later retention of
that meaning. Retention is a necessary component of learning (and there may be cases, for example ostensive naming, where
retention is the only component of learning). Nevertheless, we are interested here in the process of inference in ambiguous
situations. We also note that the use of the term ‘‘inference’’ does not connote to us that the psychological computation is
necessarily symbolic or logical. Statistical inferences of the type described below can be instantiated in probabilistic logics, neural
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Nevertheless, figuring out what an individual word means can be a surprisingly difficult puzzle. In
Quine’s (1960) classic example, he considers an anthropologist who observes a white rabbit running
by. One of his subjects points and says ‘‘gavagai.’’ Even assuming that the anthropologist interprets the
pointing gesture as a signal of reference (Tomasello, 2008; Wittgenstein, 1953), he must still infer
which property of the rabbit the word refers to. Some properties may be logically impossible to distin-
guish from one another—think ‘‘rabbit’’ and ‘‘undetached mass of rabbit parts.’’ But beyond these
philosophical edge cases, even useful properties can be strikingly difficult to distinguish: how can
he decide between ‘‘rabbit,’’ ‘‘animal,’’ ‘‘white,’’ ‘‘running,’’ or even ‘‘dinner’’? We can think of this as
an easy—but perhaps more common—version of the Quinian puzzle: For any known referent (the rab-
bit), there are many conceptually natural referring expressions that include the referent in their exten-
sion (Gleitman & Gleitman, 1992).1 Our argument here is that many of these can be ruled out on
pragmatic grounds, by considering the communicative context and the goals of the speaker.

Language learners have many tools at their disposal to help them limit the possibilities, including
patterns of consistent co-occurrence (Yu & Smith, 2007), the contrasting meanings of other words they
have learned (Clark, 1988; Markman & Wachtel, 1988), and the syntactic structure in which the word
appears (Gleitman, 1990). In the current work, however, we consider cases where these strategies are
ineffective, yet learners can nevertheless infer word meanings by considering the speaker’s commu-
nicative goal.2 These are cases where the pragmatics of the situation—roughly speaking, the fact that
a particular communicator is trying to achieve a particular goal in this context, and that he or she is fol-
lowing a rational strategy to do so—help in inferring word meaning. In our Quinian example, the intui-
tion we are pursuing is that the anthropologist may consider information necessary in the context in
assigning a tentative meaning to ‘‘gavagai.’’ If the white rabbit is tailed by a brown one, perhaps ‘‘gava-
gai’’ means WHITE, while in the absence of such a context, a basic level object label might be more
appropriate.

Fig. 1. An example stimulus item for our experiments. The arrow represents a point or some gesture that signals that the
dinosaur on the right is being talked about, but does not give away which aspect of it is being referred to. In our experiments,
the goal of the learner is to infer whether a novel word (e.g. ‘‘dax’’) means BANDANNA or HEADBAND.

1 This easy puzzle is of course distinct from the harder version, the ‘‘true’’ Quinian puzzle: that there are infinitely many
conceptually possible referring expressions that include the referent in their extension, and some of these are extensionally
identical.

2 We use the term ‘‘inference’’ to distinguish between the process of figuring out what a word means and the later retention of
that meaning. Retention is a necessary component of learning (and there may be cases, for example ostensive naming, where
retention is the only component of learning). Nevertheless, we are interested here in the process of inference in ambiguous
situations. We also note that the use of the term ‘‘inference’’ does not connote to us that the psychological computation is
necessarily symbolic or logical. Statistical inferences of the type described below can be instantiated in probabilistic logics, neural
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Nevertheless, figuring out what an individual word means can be a surprisingly difficult puzzle. In
Quine’s (1960) classic example, he considers an anthropologist who observes a white rabbit running
by. One of his subjects points and says ‘‘gavagai.’’ Even assuming that the anthropologist interprets the
pointing gesture as a signal of reference (Tomasello, 2008; Wittgenstein, 1953), he must still infer
which property of the rabbit the word refers to. Some properties may be logically impossible to distin-
guish from one another—think ‘‘rabbit’’ and ‘‘undetached mass of rabbit parts.’’ But beyond these
philosophical edge cases, even useful properties can be strikingly difficult to distinguish: how can
he decide between ‘‘rabbit,’’ ‘‘animal,’’ ‘‘white,’’ ‘‘running,’’ or even ‘‘dinner’’? We can think of this as
an easy—but perhaps more common—version of the Quinian puzzle: For any known referent (the rab-
bit), there are many conceptually natural referring expressions that include the referent in their exten-
sion (Gleitman & Gleitman, 1992).1 Our argument here is that many of these can be ruled out on
pragmatic grounds, by considering the communicative context and the goals of the speaker.

Language learners have many tools at their disposal to help them limit the possibilities, including
patterns of consistent co-occurrence (Yu & Smith, 2007), the contrasting meanings of other words they
have learned (Clark, 1988; Markman & Wachtel, 1988), and the syntactic structure in which the word
appears (Gleitman, 1990). In the current work, however, we consider cases where these strategies are
ineffective, yet learners can nevertheless infer word meanings by considering the speaker’s commu-
nicative goal.2 These are cases where the pragmatics of the situation—roughly speaking, the fact that
a particular communicator is trying to achieve a particular goal in this context, and that he or she is fol-
lowing a rational strategy to do so—help in inferring word meaning. In our Quinian example, the intui-
tion we are pursuing is that the anthropologist may consider information necessary in the context in
assigning a tentative meaning to ‘‘gavagai.’’ If the white rabbit is tailed by a brown one, perhaps ‘‘gava-
gai’’ means WHITE, while in the absence of such a context, a basic level object label might be more
appropriate.

Fig. 1. An example stimulus item for our experiments. The arrow represents a point or some gesture that signals that the
dinosaur on the right is being talked about, but does not give away which aspect of it is being referred to. In our experiments,
the goal of the learner is to infer whether a novel word (e.g. ‘‘dax’’) means BANDANNA or HEADBAND.

1 This easy puzzle is of course distinct from the harder version, the ‘‘true’’ Quinian puzzle: that there are infinitely many
conceptually possible referring expressions that include the referent in their extension, and some of these are extensionally
identical.

2 We use the term ‘‘inference’’ to distinguish between the process of figuring out what a word means and the later retention of
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Nevertheless, figuring out what an individual word means can be a surprisingly difficult puzzle. In
Quine’s (1960) classic example, he considers an anthropologist who observes a white rabbit running
by. One of his subjects points and says ‘‘gavagai.’’ Even assuming that the anthropologist interprets the
pointing gesture as a signal of reference (Tomasello, 2008; Wittgenstein, 1953), he must still infer
which property of the rabbit the word refers to. Some properties may be logically impossible to distin-
guish from one another—think ‘‘rabbit’’ and ‘‘undetached mass of rabbit parts.’’ But beyond these
philosophical edge cases, even useful properties can be strikingly difficult to distinguish: how can
he decide between ‘‘rabbit,’’ ‘‘animal,’’ ‘‘white,’’ ‘‘running,’’ or even ‘‘dinner’’? We can think of this as
an easy—but perhaps more common—version of the Quinian puzzle: For any known referent (the rab-
bit), there are many conceptually natural referring expressions that include the referent in their exten-
sion (Gleitman & Gleitman, 1992).1 Our argument here is that many of these can be ruled out on
pragmatic grounds, by considering the communicative context and the goals of the speaker.

Language learners have many tools at their disposal to help them limit the possibilities, including
patterns of consistent co-occurrence (Yu & Smith, 2007), the contrasting meanings of other words they
have learned (Clark, 1988; Markman & Wachtel, 1988), and the syntactic structure in which the word
appears (Gleitman, 1990). In the current work, however, we consider cases where these strategies are
ineffective, yet learners can nevertheless infer word meanings by considering the speaker’s commu-
nicative goal.2 These are cases where the pragmatics of the situation—roughly speaking, the fact that
a particular communicator is trying to achieve a particular goal in this context, and that he or she is fol-
lowing a rational strategy to do so—help in inferring word meaning. In our Quinian example, the intui-
tion we are pursuing is that the anthropologist may consider information necessary in the context in
assigning a tentative meaning to ‘‘gavagai.’’ If the white rabbit is tailed by a brown one, perhaps ‘‘gava-
gai’’ means WHITE, while in the absence of such a context, a basic level object label might be more
appropriate.

Fig. 1. An example stimulus item for our experiments. The arrow represents a point or some gesture that signals that the
dinosaur on the right is being talked about, but does not give away which aspect of it is being referred to. In our experiments,
the goal of the learner is to infer whether a novel word (e.g. ‘‘dax’’) means BANDANNA or HEADBAND.

1 This easy puzzle is of course distinct from the harder version, the ‘‘true’’ Quinian puzzle: that there are infinitely many
conceptually possible referring expressions that include the referent in their extension, and some of these are extensionally
identical.

2 We use the term ‘‘inference’’ to distinguish between the process of figuring out what a word means and the later retention of
that meaning. Retention is a necessary component of learning (and there may be cases, for example ostensive naming, where
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Nevertheless, figuring out what an individual word means can be a surprisingly difficult puzzle. In
Quine’s (1960) classic example, he considers an anthropologist who observes a white rabbit running
by. One of his subjects points and says ‘‘gavagai.’’ Even assuming that the anthropologist interprets the
pointing gesture as a signal of reference (Tomasello, 2008; Wittgenstein, 1953), he must still infer
which property of the rabbit the word refers to. Some properties may be logically impossible to distin-
guish from one another—think ‘‘rabbit’’ and ‘‘undetached mass of rabbit parts.’’ But beyond these
philosophical edge cases, even useful properties can be strikingly difficult to distinguish: how can
he decide between ‘‘rabbit,’’ ‘‘animal,’’ ‘‘white,’’ ‘‘running,’’ or even ‘‘dinner’’? We can think of this as
an easy—but perhaps more common—version of the Quinian puzzle: For any known referent (the rab-
bit), there are many conceptually natural referring expressions that include the referent in their exten-
sion (Gleitman & Gleitman, 1992).1 Our argument here is that many of these can be ruled out on
pragmatic grounds, by considering the communicative context and the goals of the speaker.

Language learners have many tools at their disposal to help them limit the possibilities, including
patterns of consistent co-occurrence (Yu & Smith, 2007), the contrasting meanings of other words they
have learned (Clark, 1988; Markman & Wachtel, 1988), and the syntactic structure in which the word
appears (Gleitman, 1990). In the current work, however, we consider cases where these strategies are
ineffective, yet learners can nevertheless infer word meanings by considering the speaker’s commu-
nicative goal.2 These are cases where the pragmatics of the situation—roughly speaking, the fact that
a particular communicator is trying to achieve a particular goal in this context, and that he or she is fol-
lowing a rational strategy to do so—help in inferring word meaning. In our Quinian example, the intui-
tion we are pursuing is that the anthropologist may consider information necessary in the context in
assigning a tentative meaning to ‘‘gavagai.’’ If the white rabbit is tailed by a brown one, perhaps ‘‘gava-
gai’’ means WHITE, while in the absence of such a context, a basic level object label might be more
appropriate.

Fig. 1. An example stimulus item for our experiments. The arrow represents a point or some gesture that signals that the
dinosaur on the right is being talked about, but does not give away which aspect of it is being referred to. In our experiments,
the goal of the learner is to infer whether a novel word (e.g. ‘‘dax’’) means BANDANNA or HEADBAND.

1 This easy puzzle is of course distinct from the harder version, the ‘‘true’’ Quinian puzzle: that there are infinitely many
conceptually possible referring expressions that include the referent in their extension, and some of these are extensionally
identical.

2 We use the term ‘‘inference’’ to distinguish between the process of figuring out what a word means and the later retention of
that meaning. Retention is a necessary component of learning (and there may be cases, for example ostensive naming, where
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by. One of his subjects points and says ‘‘gavagai.’’ Even assuming that the anthropologist interprets the
pointing gesture as a signal of reference (Tomasello, 2008; Wittgenstein, 1953), he must still infer
which property of the rabbit the word refers to. Some properties may be logically impossible to distin-
guish from one another—think ‘‘rabbit’’ and ‘‘undetached mass of rabbit parts.’’ But beyond these
philosophical edge cases, even useful properties can be strikingly difficult to distinguish: how can
he decide between ‘‘rabbit,’’ ‘‘animal,’’ ‘‘white,’’ ‘‘running,’’ or even ‘‘dinner’’? We can think of this as
an easy—but perhaps more common—version of the Quinian puzzle: For any known referent (the rab-
bit), there are many conceptually natural referring expressions that include the referent in their exten-
sion (Gleitman & Gleitman, 1992).1 Our argument here is that many of these can be ruled out on
pragmatic grounds, by considering the communicative context and the goals of the speaker.

Language learners have many tools at their disposal to help them limit the possibilities, including
patterns of consistent co-occurrence (Yu & Smith, 2007), the contrasting meanings of other words they
have learned (Clark, 1988; Markman & Wachtel, 1988), and the syntactic structure in which the word
appears (Gleitman, 1990). In the current work, however, we consider cases where these strategies are
ineffective, yet learners can nevertheless infer word meanings by considering the speaker’s commu-
nicative goal.2 These are cases where the pragmatics of the situation—roughly speaking, the fact that
a particular communicator is trying to achieve a particular goal in this context, and that he or she is fol-
lowing a rational strategy to do so—help in inferring word meaning. In our Quinian example, the intui-
tion we are pursuing is that the anthropologist may consider information necessary in the context in
assigning a tentative meaning to ‘‘gavagai.’’ If the white rabbit is tailed by a brown one, perhaps ‘‘gava-
gai’’ means WHITE, while in the absence of such a context, a basic level object label might be more
appropriate.

Fig. 1. An example stimulus item for our experiments. The arrow represents a point or some gesture that signals that the
dinosaur on the right is being talked about, but does not give away which aspect of it is being referred to. In our experiments,
the goal of the learner is to infer whether a novel word (e.g. ‘‘dax’’) means BANDANNA or HEADBAND.

1 This easy puzzle is of course distinct from the harder version, the ‘‘true’’ Quinian puzzle: that there are infinitely many
conceptually possible referring expressions that include the referent in their extension, and some of these are extensionally
identical.

2 We use the term ‘‘inference’’ to distinguish between the process of figuring out what a word means and the later retention of
that meaning. Retention is a necessary component of learning (and there may be cases, for example ostensive naming, where
retention is the only component of learning). Nevertheless, we are interested here in the process of inference in ambiguous
situations. We also note that the use of the term ‘‘inference’’ does not connote to us that the psychological computation is
necessarily symbolic or logical. Statistical inferences of the type described below can be instantiated in probabilistic logics, neural
networks, or just about any other formalism (MacKay, 2003).
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assigning a tentative meaning to ‘‘gavagai.’’ If the white rabbit is tailed by a brown one, perhaps ‘‘gava-
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appropriate.
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Nevertheless, figuring out what an individual word means can be a surprisingly difficult puzzle. In
Quine’s (1960) classic example, he considers an anthropologist who observes a white rabbit running
by. One of his subjects points and says ‘‘gavagai.’’ Even assuming that the anthropologist interprets the
pointing gesture as a signal of reference (Tomasello, 2008; Wittgenstein, 1953), he must still infer
which property of the rabbit the word refers to. Some properties may be logically impossible to distin-
guish from one another—think ‘‘rabbit’’ and ‘‘undetached mass of rabbit parts.’’ But beyond these
philosophical edge cases, even useful properties can be strikingly difficult to distinguish: how can
he decide between ‘‘rabbit,’’ ‘‘animal,’’ ‘‘white,’’ ‘‘running,’’ or even ‘‘dinner’’? We can think of this as
an easy—but perhaps more common—version of the Quinian puzzle: For any known referent (the rab-
bit), there are many conceptually natural referring expressions that include the referent in their exten-
sion (Gleitman & Gleitman, 1992).1 Our argument here is that many of these can be ruled out on
pragmatic grounds, by considering the communicative context and the goals of the speaker.

Language learners have many tools at their disposal to help them limit the possibilities, including
patterns of consistent co-occurrence (Yu & Smith, 2007), the contrasting meanings of other words they
have learned (Clark, 1988; Markman & Wachtel, 1988), and the syntactic structure in which the word
appears (Gleitman, 1990). In the current work, however, we consider cases where these strategies are
ineffective, yet learners can nevertheless infer word meanings by considering the speaker’s commu-
nicative goal.2 These are cases where the pragmatics of the situation—roughly speaking, the fact that
a particular communicator is trying to achieve a particular goal in this context, and that he or she is fol-
lowing a rational strategy to do so—help in inferring word meaning. In our Quinian example, the intui-
tion we are pursuing is that the anthropologist may consider information necessary in the context in
assigning a tentative meaning to ‘‘gavagai.’’ If the white rabbit is tailed by a brown one, perhaps ‘‘gava-
gai’’ means WHITE, while in the absence of such a context, a basic level object label might be more
appropriate.

Fig. 1. An example stimulus item for our experiments. The arrow represents a point or some gesture that signals that the
dinosaur on the right is being talked about, but does not give away which aspect of it is being referred to. In our experiments,
the goal of the learner is to infer whether a novel word (e.g. ‘‘dax’’) means BANDANNA or HEADBAND.

1 This easy puzzle is of course distinct from the harder version, the ‘‘true’’ Quinian puzzle: that there are infinitely many
conceptually possible referring expressions that include the referent in their extension, and some of these are extensionally
identical.

2 We use the term ‘‘inference’’ to distinguish between the process of figuring out what a word means and the later retention of
that meaning. Retention is a necessary component of learning (and there may be cases, for example ostensive naming, where
retention is the only component of learning). Nevertheless, we are interested here in the process of inference in ambiguous
situations. We also note that the use of the term ‘‘inference’’ does not connote to us that the psychological computation is
necessarily symbolic or logical. Statistical inferences of the type described below can be instantiated in probabilistic logics, neural
networks, or just about any other formalism (MacKay, 2003).

M.C. Frank, N.D. Goodman / Cognitive Psychology 75 (2014) 80–96 81

) = 0 

PS1(“bandana” | ) =  1
3

Nevertheless, figuring out what an individual word means can be a surprisingly difficult puzzle. In
Quine’s (1960) classic example, he considers an anthropologist who observes a white rabbit running
by. One of his subjects points and says ‘‘gavagai.’’ Even assuming that the anthropologist interprets the
pointing gesture as a signal of reference (Tomasello, 2008; Wittgenstein, 1953), he must still infer
which property of the rabbit the word refers to. Some properties may be logically impossible to distin-
guish from one another—think ‘‘rabbit’’ and ‘‘undetached mass of rabbit parts.’’ But beyond these
philosophical edge cases, even useful properties can be strikingly difficult to distinguish: how can
he decide between ‘‘rabbit,’’ ‘‘animal,’’ ‘‘white,’’ ‘‘running,’’ or even ‘‘dinner’’? We can think of this as
an easy—but perhaps more common—version of the Quinian puzzle: For any known referent (the rab-
bit), there are many conceptually natural referring expressions that include the referent in their exten-
sion (Gleitman & Gleitman, 1992).1 Our argument here is that many of these can be ruled out on
pragmatic grounds, by considering the communicative context and the goals of the speaker.

Language learners have many tools at their disposal to help them limit the possibilities, including
patterns of consistent co-occurrence (Yu & Smith, 2007), the contrasting meanings of other words they
have learned (Clark, 1988; Markman & Wachtel, 1988), and the syntactic structure in which the word
appears (Gleitman, 1990). In the current work, however, we consider cases where these strategies are
ineffective, yet learners can nevertheless infer word meanings by considering the speaker’s commu-
nicative goal.2 These are cases where the pragmatics of the situation—roughly speaking, the fact that
a particular communicator is trying to achieve a particular goal in this context, and that he or she is fol-
lowing a rational strategy to do so—help in inferring word meaning. In our Quinian example, the intui-
tion we are pursuing is that the anthropologist may consider information necessary in the context in
assigning a tentative meaning to ‘‘gavagai.’’ If the white rabbit is tailed by a brown one, perhaps ‘‘gava-
gai’’ means WHITE, while in the absence of such a context, a basic level object label might be more
appropriate.

Fig. 1. An example stimulus item for our experiments. The arrow represents a point or some gesture that signals that the
dinosaur on the right is being talked about, but does not give away which aspect of it is being referred to. In our experiments,
the goal of the learner is to infer whether a novel word (e.g. ‘‘dax’’) means BANDANNA or HEADBAND.

1 This easy puzzle is of course distinct from the harder version, the ‘‘true’’ Quinian puzzle: that there are infinitely many
conceptually possible referring expressions that include the referent in their extension, and some of these are extensionally
identical.

2 We use the term ‘‘inference’’ to distinguish between the process of figuring out what a word means and the later retention of
that meaning. Retention is a necessary component of learning (and there may be cases, for example ostensive naming, where
retention is the only component of learning). Nevertheless, we are interested here in the process of inference in ambiguous
situations. We also note that the use of the term ‘‘inference’’ does not connote to us that the psychological computation is
necessarily symbolic or logical. Statistical inferences of the type described below can be instantiated in probabilistic logics, neural
networks, or just about any other formalism (MacKay, 2003).
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Nevertheless, figuring out what an individual word means can be a surprisingly difficult puzzle. In
Quine’s (1960) classic example, he considers an anthropologist who observes a white rabbit running
by. One of his subjects points and says ‘‘gavagai.’’ Even assuming that the anthropologist interprets the
pointing gesture as a signal of reference (Tomasello, 2008; Wittgenstein, 1953), he must still infer
which property of the rabbit the word refers to. Some properties may be logically impossible to distin-
guish from one another—think ‘‘rabbit’’ and ‘‘undetached mass of rabbit parts.’’ But beyond these
philosophical edge cases, even useful properties can be strikingly difficult to distinguish: how can
he decide between ‘‘rabbit,’’ ‘‘animal,’’ ‘‘white,’’ ‘‘running,’’ or even ‘‘dinner’’? We can think of this as
an easy—but perhaps more common—version of the Quinian puzzle: For any known referent (the rab-
bit), there are many conceptually natural referring expressions that include the referent in their exten-
sion (Gleitman & Gleitman, 1992).1 Our argument here is that many of these can be ruled out on
pragmatic grounds, by considering the communicative context and the goals of the speaker.

Language learners have many tools at their disposal to help them limit the possibilities, including
patterns of consistent co-occurrence (Yu & Smith, 2007), the contrasting meanings of other words they
have learned (Clark, 1988; Markman & Wachtel, 1988), and the syntactic structure in which the word
appears (Gleitman, 1990). In the current work, however, we consider cases where these strategies are
ineffective, yet learners can nevertheless infer word meanings by considering the speaker’s commu-
nicative goal.2 These are cases where the pragmatics of the situation—roughly speaking, the fact that
a particular communicator is trying to achieve a particular goal in this context, and that he or she is fol-
lowing a rational strategy to do so—help in inferring word meaning. In our Quinian example, the intui-
tion we are pursuing is that the anthropologist may consider information necessary in the context in
assigning a tentative meaning to ‘‘gavagai.’’ If the white rabbit is tailed by a brown one, perhaps ‘‘gava-
gai’’ means WHITE, while in the absence of such a context, a basic level object label might be more
appropriate.

Fig. 1. An example stimulus item for our experiments. The arrow represents a point or some gesture that signals that the
dinosaur on the right is being talked about, but does not give away which aspect of it is being referred to. In our experiments,
the goal of the learner is to infer whether a novel word (e.g. ‘‘dax’’) means BANDANNA or HEADBAND.

1 This easy puzzle is of course distinct from the harder version, the ‘‘true’’ Quinian puzzle: that there are infinitely many
conceptually possible referring expressions that include the referent in their extension, and some of these are extensionally
identical.

2 We use the term ‘‘inference’’ to distinguish between the process of figuring out what a word means and the later retention of
that meaning. Retention is a necessary component of learning (and there may be cases, for example ostensive naming, where
retention is the only component of learning). Nevertheless, we are interested here in the process of inference in ambiguous
situations. We also note that the use of the term ‘‘inference’’ does not connote to us that the psychological computation is
necessarily symbolic or logical. Statistical inferences of the type described below can be instantiated in probabilistic logics, neural
networks, or just about any other formalism (MacKay, 2003).
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assigning a tentative meaning to ‘‘gavagai.’’ If the white rabbit is tailed by a brown one, perhaps ‘‘gava-
gai’’ means WHITE, while in the absence of such a context, a basic level object label might be more
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dinosaur on the right is being talked about, but does not give away which aspect of it is being referred to. In our experiments,
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pointing gesture as a signal of reference (Tomasello, 2008; Wittgenstein, 1953), he must still infer
which property of the rabbit the word refers to. Some properties may be logically impossible to distin-
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have learned (Clark, 1988; Markman & Wachtel, 1988), and the syntactic structure in which the word
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a particular communicator is trying to achieve a particular goal in this context, and that he or she is fol-
lowing a rational strategy to do so—help in inferring word meaning. In our Quinian example, the intui-
tion we are pursuing is that the anthropologist may consider information necessary in the context in
assigning a tentative meaning to ‘‘gavagai.’’ If the white rabbit is tailed by a brown one, perhaps ‘‘gava-
gai’’ means WHITE, while in the absence of such a context, a basic level object label might be more
appropriate.
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dinosaur on the right is being talked about, but does not give away which aspect of it is being referred to. In our experiments,
the goal of the learner is to infer whether a novel word (e.g. ‘‘dax’’) means BANDANNA or HEADBAND.
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2 We use the term ‘‘inference’’ to distinguish between the process of figuring out what a word means and the later retention of
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Nevertheless, figuring out what an individual word means can be a surprisingly difficult puzzle. In
Quine’s (1960) classic example, he considers an anthropologist who observes a white rabbit running
by. One of his subjects points and says ‘‘gavagai.’’ Even assuming that the anthropologist interprets the
pointing gesture as a signal of reference (Tomasello, 2008; Wittgenstein, 1953), he must still infer
which property of the rabbit the word refers to. Some properties may be logically impossible to distin-
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an easy—but perhaps more common—version of the Quinian puzzle: For any known referent (the rab-
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sion (Gleitman & Gleitman, 1992).1 Our argument here is that many of these can be ruled out on
pragmatic grounds, by considering the communicative context and the goals of the speaker.

Language learners have many tools at their disposal to help them limit the possibilities, including
patterns of consistent co-occurrence (Yu & Smith, 2007), the contrasting meanings of other words they
have learned (Clark, 1988; Markman & Wachtel, 1988), and the syntactic structure in which the word
appears (Gleitman, 1990). In the current work, however, we consider cases where these strategies are
ineffective, yet learners can nevertheless infer word meanings by considering the speaker’s commu-
nicative goal.2 These are cases where the pragmatics of the situation—roughly speaking, the fact that
a particular communicator is trying to achieve a particular goal in this context, and that he or she is fol-
lowing a rational strategy to do so—help in inferring word meaning. In our Quinian example, the intui-
tion we are pursuing is that the anthropologist may consider information necessary in the context in
assigning a tentative meaning to ‘‘gavagai.’’ If the white rabbit is tailed by a brown one, perhaps ‘‘gava-
gai’’ means WHITE, while in the absence of such a context, a basic level object label might be more
appropriate.
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dinosaur on the right is being talked about, but does not give away which aspect of it is being referred to. In our experiments,
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Nevertheless, figuring out what an individual word means can be a surprisingly difficult puzzle. In
Quine’s (1960) classic example, he considers an anthropologist who observes a white rabbit running
by. One of his subjects points and says ‘‘gavagai.’’ Even assuming that the anthropologist interprets the
pointing gesture as a signal of reference (Tomasello, 2008; Wittgenstein, 1953), he must still infer
which property of the rabbit the word refers to. Some properties may be logically impossible to distin-
guish from one another—think ‘‘rabbit’’ and ‘‘undetached mass of rabbit parts.’’ But beyond these
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an easy—but perhaps more common—version of the Quinian puzzle: For any known referent (the rab-
bit), there are many conceptually natural referring expressions that include the referent in their exten-
sion (Gleitman & Gleitman, 1992).1 Our argument here is that many of these can be ruled out on
pragmatic grounds, by considering the communicative context and the goals of the speaker.

Language learners have many tools at their disposal to help them limit the possibilities, including
patterns of consistent co-occurrence (Yu & Smith, 2007), the contrasting meanings of other words they
have learned (Clark, 1988; Markman & Wachtel, 1988), and the syntactic structure in which the word
appears (Gleitman, 1990). In the current work, however, we consider cases where these strategies are
ineffective, yet learners can nevertheless infer word meanings by considering the speaker’s commu-
nicative goal.2 These are cases where the pragmatics of the situation—roughly speaking, the fact that
a particular communicator is trying to achieve a particular goal in this context, and that he or she is fol-
lowing a rational strategy to do so—help in inferring word meaning. In our Quinian example, the intui-
tion we are pursuing is that the anthropologist may consider information necessary in the context in
assigning a tentative meaning to ‘‘gavagai.’’ If the white rabbit is tailed by a brown one, perhaps ‘‘gava-
gai’’ means WHITE, while in the absence of such a context, a basic level object label might be more
appropriate.

Fig. 1. An example stimulus item for our experiments. The arrow represents a point or some gesture that signals that the
dinosaur on the right is being talked about, but does not give away which aspect of it is being referred to. In our experiments,
the goal of the learner is to infer whether a novel word (e.g. ‘‘dax’’) means BANDANNA or HEADBAND.
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conceptually possible referring expressions that include the referent in their extension, and some of these are extensionally
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2 We use the term ‘‘inference’’ to distinguish between the process of figuring out what a word means and the later retention of
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situations. We also note that the use of the term ‘‘inference’’ does not connote to us that the psychological computation is
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networks, or just about any other formalism (MacKay, 2003).
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Nevertheless, figuring out what an individual word means can be a surprisingly difficult puzzle. In
Quine’s (1960) classic example, he considers an anthropologist who observes a white rabbit running
by. One of his subjects points and says ‘‘gavagai.’’ Even assuming that the anthropologist interprets the
pointing gesture as a signal of reference (Tomasello, 2008; Wittgenstein, 1953), he must still infer
which property of the rabbit the word refers to. Some properties may be logically impossible to distin-
guish from one another—think ‘‘rabbit’’ and ‘‘undetached mass of rabbit parts.’’ But beyond these
philosophical edge cases, even useful properties can be strikingly difficult to distinguish: how can
he decide between ‘‘rabbit,’’ ‘‘animal,’’ ‘‘white,’’ ‘‘running,’’ or even ‘‘dinner’’? We can think of this as
an easy—but perhaps more common—version of the Quinian puzzle: For any known referent (the rab-
bit), there are many conceptually natural referring expressions that include the referent in their exten-
sion (Gleitman & Gleitman, 1992).1 Our argument here is that many of these can be ruled out on
pragmatic grounds, by considering the communicative context and the goals of the speaker.

Language learners have many tools at their disposal to help them limit the possibilities, including
patterns of consistent co-occurrence (Yu & Smith, 2007), the contrasting meanings of other words they
have learned (Clark, 1988; Markman & Wachtel, 1988), and the syntactic structure in which the word
appears (Gleitman, 1990). In the current work, however, we consider cases where these strategies are
ineffective, yet learners can nevertheless infer word meanings by considering the speaker’s commu-
nicative goal.2 These are cases where the pragmatics of the situation—roughly speaking, the fact that
a particular communicator is trying to achieve a particular goal in this context, and that he or she is fol-
lowing a rational strategy to do so—help in inferring word meaning. In our Quinian example, the intui-
tion we are pursuing is that the anthropologist may consider information necessary in the context in
assigning a tentative meaning to ‘‘gavagai.’’ If the white rabbit is tailed by a brown one, perhaps ‘‘gava-
gai’’ means WHITE, while in the absence of such a context, a basic level object label might be more
appropriate.

Fig. 1. An example stimulus item for our experiments. The arrow represents a point or some gesture that signals that the
dinosaur on the right is being talked about, but does not give away which aspect of it is being referred to. In our experiments,
the goal of the learner is to infer whether a novel word (e.g. ‘‘dax’’) means BANDANNA or HEADBAND.

1 This easy puzzle is of course distinct from the harder version, the ‘‘true’’ Quinian puzzle: that there are infinitely many
conceptually possible referring expressions that include the referent in their extension, and some of these are extensionally
identical.

2 We use the term ‘‘inference’’ to distinguish between the process of figuring out what a word means and the later retention of
that meaning. Retention is a necessary component of learning (and there may be cases, for example ostensive naming, where
retention is the only component of learning). Nevertheless, we are interested here in the process of inference in ambiguous
situations. We also note that the use of the term ‘‘inference’’ does not connote to us that the psychological computation is
necessarily symbolic or logical. Statistical inferences of the type described below can be instantiated in probabilistic logics, neural
networks, or just about any other formalism (MacKay, 2003).
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Nevertheless, figuring out what an individual word means can be a surprisingly difficult puzzle. In
Quine’s (1960) classic example, he considers an anthropologist who observes a white rabbit running
by. One of his subjects points and says ‘‘gavagai.’’ Even assuming that the anthropologist interprets the
pointing gesture as a signal of reference (Tomasello, 2008; Wittgenstein, 1953), he must still infer
which property of the rabbit the word refers to. Some properties may be logically impossible to distin-
guish from one another—think ‘‘rabbit’’ and ‘‘undetached mass of rabbit parts.’’ But beyond these
philosophical edge cases, even useful properties can be strikingly difficult to distinguish: how can
he decide between ‘‘rabbit,’’ ‘‘animal,’’ ‘‘white,’’ ‘‘running,’’ or even ‘‘dinner’’? We can think of this as
an easy—but perhaps more common—version of the Quinian puzzle: For any known referent (the rab-
bit), there are many conceptually natural referring expressions that include the referent in their exten-
sion (Gleitman & Gleitman, 1992).1 Our argument here is that many of these can be ruled out on
pragmatic grounds, by considering the communicative context and the goals of the speaker.

Language learners have many tools at their disposal to help them limit the possibilities, including
patterns of consistent co-occurrence (Yu & Smith, 2007), the contrasting meanings of other words they
have learned (Clark, 1988; Markman & Wachtel, 1988), and the syntactic structure in which the word
appears (Gleitman, 1990). In the current work, however, we consider cases where these strategies are
ineffective, yet learners can nevertheless infer word meanings by considering the speaker’s commu-
nicative goal.2 These are cases where the pragmatics of the situation—roughly speaking, the fact that
a particular communicator is trying to achieve a particular goal in this context, and that he or she is fol-
lowing a rational strategy to do so—help in inferring word meaning. In our Quinian example, the intui-
tion we are pursuing is that the anthropologist may consider information necessary in the context in
assigning a tentative meaning to ‘‘gavagai.’’ If the white rabbit is tailed by a brown one, perhaps ‘‘gava-
gai’’ means WHITE, while in the absence of such a context, a basic level object label might be more
appropriate.

Fig. 1. An example stimulus item for our experiments. The arrow represents a point or some gesture that signals that the
dinosaur on the right is being talked about, but does not give away which aspect of it is being referred to. In our experiments,
the goal of the learner is to infer whether a novel word (e.g. ‘‘dax’’) means BANDANNA or HEADBAND.

1 This easy puzzle is of course distinct from the harder version, the ‘‘true’’ Quinian puzzle: that there are infinitely many
conceptually possible referring expressions that include the referent in their extension, and some of these are extensionally
identical.

2 We use the term ‘‘inference’’ to distinguish between the process of figuring out what a word means and the later retention of
that meaning. Retention is a necessary component of learning (and there may be cases, for example ostensive naming, where
retention is the only component of learning). Nevertheless, we are interested here in the process of inference in ambiguous
situations. We also note that the use of the term ‘‘inference’’ does not connote to us that the psychological computation is
necessarily symbolic or logical. Statistical inferences of the type described below can be instantiated in probabilistic logics, neural
networks, or just about any other formalism (MacKay, 2003).
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Nevertheless, figuring out what an individual word means can be a surprisingly difficult puzzle. In
Quine’s (1960) classic example, he considers an anthropologist who observes a white rabbit running
by. One of his subjects points and says ‘‘gavagai.’’ Even assuming that the anthropologist interprets the
pointing gesture as a signal of reference (Tomasello, 2008; Wittgenstein, 1953), he must still infer
which property of the rabbit the word refers to. Some properties may be logically impossible to distin-
guish from one another—think ‘‘rabbit’’ and ‘‘undetached mass of rabbit parts.’’ But beyond these
philosophical edge cases, even useful properties can be strikingly difficult to distinguish: how can
he decide between ‘‘rabbit,’’ ‘‘animal,’’ ‘‘white,’’ ‘‘running,’’ or even ‘‘dinner’’? We can think of this as
an easy—but perhaps more common—version of the Quinian puzzle: For any known referent (the rab-
bit), there are many conceptually natural referring expressions that include the referent in their exten-
sion (Gleitman & Gleitman, 1992).1 Our argument here is that many of these can be ruled out on
pragmatic grounds, by considering the communicative context and the goals of the speaker.

Language learners have many tools at their disposal to help them limit the possibilities, including
patterns of consistent co-occurrence (Yu & Smith, 2007), the contrasting meanings of other words they
have learned (Clark, 1988; Markman & Wachtel, 1988), and the syntactic structure in which the word
appears (Gleitman, 1990). In the current work, however, we consider cases where these strategies are
ineffective, yet learners can nevertheless infer word meanings by considering the speaker’s commu-
nicative goal.2 These are cases where the pragmatics of the situation—roughly speaking, the fact that
a particular communicator is trying to achieve a particular goal in this context, and that he or she is fol-
lowing a rational strategy to do so—help in inferring word meaning. In our Quinian example, the intui-
tion we are pursuing is that the anthropologist may consider information necessary in the context in
assigning a tentative meaning to ‘‘gavagai.’’ If the white rabbit is tailed by a brown one, perhaps ‘‘gava-
gai’’ means WHITE, while in the absence of such a context, a basic level object label might be more
appropriate.

Fig. 1. An example stimulus item for our experiments. The arrow represents a point or some gesture that signals that the
dinosaur on the right is being talked about, but does not give away which aspect of it is being referred to. In our experiments,
the goal of the learner is to infer whether a novel word (e.g. ‘‘dax’’) means BANDANNA or HEADBAND.

1 This easy puzzle is of course distinct from the harder version, the ‘‘true’’ Quinian puzzle: that there are infinitely many
conceptually possible referring expressions that include the referent in their extension, and some of these are extensionally
identical.

2 We use the term ‘‘inference’’ to distinguish between the process of figuring out what a word means and the later retention of
that meaning. Retention is a necessary component of learning (and there may be cases, for example ostensive naming, where
retention is the only component of learning). Nevertheless, we are interested here in the process of inference in ambiguous
situations. We also note that the use of the term ‘‘inference’’ does not connote to us that the psychological computation is
necessarily symbolic or logical. Statistical inferences of the type described below can be instantiated in probabilistic logics, neural
networks, or just about any other formalism (MacKay, 2003).
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Nevertheless, figuring out what an individual word means can be a surprisingly difficult puzzle. In
Quine’s (1960) classic example, he considers an anthropologist who observes a white rabbit running
by. One of his subjects points and says ‘‘gavagai.’’ Even assuming that the anthropologist interprets the
pointing gesture as a signal of reference (Tomasello, 2008; Wittgenstein, 1953), he must still infer
which property of the rabbit the word refers to. Some properties may be logically impossible to distin-
guish from one another—think ‘‘rabbit’’ and ‘‘undetached mass of rabbit parts.’’ But beyond these
philosophical edge cases, even useful properties can be strikingly difficult to distinguish: how can
he decide between ‘‘rabbit,’’ ‘‘animal,’’ ‘‘white,’’ ‘‘running,’’ or even ‘‘dinner’’? We can think of this as
an easy—but perhaps more common—version of the Quinian puzzle: For any known referent (the rab-
bit), there are many conceptually natural referring expressions that include the referent in their exten-
sion (Gleitman & Gleitman, 1992).1 Our argument here is that many of these can be ruled out on
pragmatic grounds, by considering the communicative context and the goals of the speaker.

Language learners have many tools at their disposal to help them limit the possibilities, including
patterns of consistent co-occurrence (Yu & Smith, 2007), the contrasting meanings of other words they
have learned (Clark, 1988; Markman & Wachtel, 1988), and the syntactic structure in which the word
appears (Gleitman, 1990). In the current work, however, we consider cases where these strategies are
ineffective, yet learners can nevertheless infer word meanings by considering the speaker’s commu-
nicative goal.2 These are cases where the pragmatics of the situation—roughly speaking, the fact that
a particular communicator is trying to achieve a particular goal in this context, and that he or she is fol-
lowing a rational strategy to do so—help in inferring word meaning. In our Quinian example, the intui-
tion we are pursuing is that the anthropologist may consider information necessary in the context in
assigning a tentative meaning to ‘‘gavagai.’’ If the white rabbit is tailed by a brown one, perhaps ‘‘gava-
gai’’ means WHITE, while in the absence of such a context, a basic level object label might be more
appropriate.

Fig. 1. An example stimulus item for our experiments. The arrow represents a point or some gesture that signals that the
dinosaur on the right is being talked about, but does not give away which aspect of it is being referred to. In our experiments,
the goal of the learner is to infer whether a novel word (e.g. ‘‘dax’’) means BANDANNA or HEADBAND.

1 This easy puzzle is of course distinct from the harder version, the ‘‘true’’ Quinian puzzle: that there are infinitely many
conceptually possible referring expressions that include the referent in their extension, and some of these are extensionally
identical.

2 We use the term ‘‘inference’’ to distinguish between the process of figuring out what a word means and the later retention of
that meaning. Retention is a necessary component of learning (and there may be cases, for example ostensive naming, where
retention is the only component of learning). Nevertheless, we are interested here in the process of inference in ambiguous
situations. We also note that the use of the term ‘‘inference’’ does not connote to us that the psychological computation is
necessarily symbolic or logical. Statistical inferences of the type described below can be instantiated in probabilistic logics, neural
networks, or just about any other formalism (MacKay, 2003).
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Nevertheless, figuring out what an individual word means can be a surprisingly difficult puzzle. In
Quine’s (1960) classic example, he considers an anthropologist who observes a white rabbit running
by. One of his subjects points and says ‘‘gavagai.’’ Even assuming that the anthropologist interprets the
pointing gesture as a signal of reference (Tomasello, 2008; Wittgenstein, 1953), he must still infer
which property of the rabbit the word refers to. Some properties may be logically impossible to distin-
guish from one another—think ‘‘rabbit’’ and ‘‘undetached mass of rabbit parts.’’ But beyond these
philosophical edge cases, even useful properties can be strikingly difficult to distinguish: how can
he decide between ‘‘rabbit,’’ ‘‘animal,’’ ‘‘white,’’ ‘‘running,’’ or even ‘‘dinner’’? We can think of this as
an easy—but perhaps more common—version of the Quinian puzzle: For any known referent (the rab-
bit), there are many conceptually natural referring expressions that include the referent in their exten-
sion (Gleitman & Gleitman, 1992).1 Our argument here is that many of these can be ruled out on
pragmatic grounds, by considering the communicative context and the goals of the speaker.

Language learners have many tools at their disposal to help them limit the possibilities, including
patterns of consistent co-occurrence (Yu & Smith, 2007), the contrasting meanings of other words they
have learned (Clark, 1988; Markman & Wachtel, 1988), and the syntactic structure in which the word
appears (Gleitman, 1990). In the current work, however, we consider cases where these strategies are
ineffective, yet learners can nevertheless infer word meanings by considering the speaker’s commu-
nicative goal.2 These are cases where the pragmatics of the situation—roughly speaking, the fact that
a particular communicator is trying to achieve a particular goal in this context, and that he or she is fol-
lowing a rational strategy to do so—help in inferring word meaning. In our Quinian example, the intui-
tion we are pursuing is that the anthropologist may consider information necessary in the context in
assigning a tentative meaning to ‘‘gavagai.’’ If the white rabbit is tailed by a brown one, perhaps ‘‘gava-
gai’’ means WHITE, while in the absence of such a context, a basic level object label might be more
appropriate.

Fig. 1. An example stimulus item for our experiments. The arrow represents a point or some gesture that signals that the
dinosaur on the right is being talked about, but does not give away which aspect of it is being referred to. In our experiments,
the goal of the learner is to infer whether a novel word (e.g. ‘‘dax’’) means BANDANNA or HEADBAND.

1 This easy puzzle is of course distinct from the harder version, the ‘‘true’’ Quinian puzzle: that there are infinitely many
conceptually possible referring expressions that include the referent in their extension, and some of these are extensionally
identical.

2 We use the term ‘‘inference’’ to distinguish between the process of figuring out what a word means and the later retention of
that meaning. Retention is a necessary component of learning (and there may be cases, for example ostensive naming, where
retention is the only component of learning). Nevertheless, we are interested here in the process of inference in ambiguous
situations. We also note that the use of the term ‘‘inference’’ does not connote to us that the psychological computation is
necessarily symbolic or logical. Statistical inferences of the type described below can be instantiated in probabilistic logics, neural
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Nevertheless, figuring out what an individual word means can be a surprisingly difficult puzzle. In
Quine’s (1960) classic example, he considers an anthropologist who observes a white rabbit running
by. One of his subjects points and says ‘‘gavagai.’’ Even assuming that the anthropologist interprets the
pointing gesture as a signal of reference (Tomasello, 2008; Wittgenstein, 1953), he must still infer
which property of the rabbit the word refers to. Some properties may be logically impossible to distin-
guish from one another—think ‘‘rabbit’’ and ‘‘undetached mass of rabbit parts.’’ But beyond these
philosophical edge cases, even useful properties can be strikingly difficult to distinguish: how can
he decide between ‘‘rabbit,’’ ‘‘animal,’’ ‘‘white,’’ ‘‘running,’’ or even ‘‘dinner’’? We can think of this as
an easy—but perhaps more common—version of the Quinian puzzle: For any known referent (the rab-
bit), there are many conceptually natural referring expressions that include the referent in their exten-
sion (Gleitman & Gleitman, 1992).1 Our argument here is that many of these can be ruled out on
pragmatic grounds, by considering the communicative context and the goals of the speaker.

Language learners have many tools at their disposal to help them limit the possibilities, including
patterns of consistent co-occurrence (Yu & Smith, 2007), the contrasting meanings of other words they
have learned (Clark, 1988; Markman & Wachtel, 1988), and the syntactic structure in which the word
appears (Gleitman, 1990). In the current work, however, we consider cases where these strategies are
ineffective, yet learners can nevertheless infer word meanings by considering the speaker’s commu-
nicative goal.2 These are cases where the pragmatics of the situation—roughly speaking, the fact that
a particular communicator is trying to achieve a particular goal in this context, and that he or she is fol-
lowing a rational strategy to do so—help in inferring word meaning. In our Quinian example, the intui-
tion we are pursuing is that the anthropologist may consider information necessary in the context in
assigning a tentative meaning to ‘‘gavagai.’’ If the white rabbit is tailed by a brown one, perhaps ‘‘gava-
gai’’ means WHITE, while in the absence of such a context, a basic level object label might be more
appropriate.

Fig. 1. An example stimulus item for our experiments. The arrow represents a point or some gesture that signals that the
dinosaur on the right is being talked about, but does not give away which aspect of it is being referred to. In our experiments,
the goal of the learner is to infer whether a novel word (e.g. ‘‘dax’’) means BANDANNA or HEADBAND.

1 This easy puzzle is of course distinct from the harder version, the ‘‘true’’ Quinian puzzle: that there are infinitely many
conceptually possible referring expressions that include the referent in their extension, and some of these are extensionally
identical.

2 We use the term ‘‘inference’’ to distinguish between the process of figuring out what a word means and the later retention of
that meaning. Retention is a necessary component of learning (and there may be cases, for example ostensive naming, where
retention is the only component of learning). Nevertheless, we are interested here in the process of inference in ambiguous
situations. We also note that the use of the term ‘‘inference’’ does not connote to us that the psychological computation is
necessarily symbolic or logical. Statistical inferences of the type described below can be instantiated in probabilistic logics, neural
networks, or just about any other formalism (MacKay, 2003).
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Nevertheless, figuring out what an individual word means can be a surprisingly difficult puzzle. In
Quine’s (1960) classic example, he considers an anthropologist who observes a white rabbit running
by. One of his subjects points and says ‘‘gavagai.’’ Even assuming that the anthropologist interprets the
pointing gesture as a signal of reference (Tomasello, 2008; Wittgenstein, 1953), he must still infer
which property of the rabbit the word refers to. Some properties may be logically impossible to distin-
guish from one another—think ‘‘rabbit’’ and ‘‘undetached mass of rabbit parts.’’ But beyond these
philosophical edge cases, even useful properties can be strikingly difficult to distinguish: how can
he decide between ‘‘rabbit,’’ ‘‘animal,’’ ‘‘white,’’ ‘‘running,’’ or even ‘‘dinner’’? We can think of this as
an easy—but perhaps more common—version of the Quinian puzzle: For any known referent (the rab-
bit), there are many conceptually natural referring expressions that include the referent in their exten-
sion (Gleitman & Gleitman, 1992).1 Our argument here is that many of these can be ruled out on
pragmatic grounds, by considering the communicative context and the goals of the speaker.

Language learners have many tools at their disposal to help them limit the possibilities, including
patterns of consistent co-occurrence (Yu & Smith, 2007), the contrasting meanings of other words they
have learned (Clark, 1988; Markman & Wachtel, 1988), and the syntactic structure in which the word
appears (Gleitman, 1990). In the current work, however, we consider cases where these strategies are
ineffective, yet learners can nevertheless infer word meanings by considering the speaker’s commu-
nicative goal.2 These are cases where the pragmatics of the situation—roughly speaking, the fact that
a particular communicator is trying to achieve a particular goal in this context, and that he or she is fol-
lowing a rational strategy to do so—help in inferring word meaning. In our Quinian example, the intui-
tion we are pursuing is that the anthropologist may consider information necessary in the context in
assigning a tentative meaning to ‘‘gavagai.’’ If the white rabbit is tailed by a brown one, perhaps ‘‘gava-
gai’’ means WHITE, while in the absence of such a context, a basic level object label might be more
appropriate.

Fig. 1. An example stimulus item for our experiments. The arrow represents a point or some gesture that signals that the
dinosaur on the right is being talked about, but does not give away which aspect of it is being referred to. In our experiments,
the goal of the learner is to infer whether a novel word (e.g. ‘‘dax’’) means BANDANNA or HEADBAND.

1 This easy puzzle is of course distinct from the harder version, the ‘‘true’’ Quinian puzzle: that there are infinitely many
conceptually possible referring expressions that include the referent in their extension, and some of these are extensionally
identical.

2 We use the term ‘‘inference’’ to distinguish between the process of figuring out what a word means and the later retention of
that meaning. Retention is a necessary component of learning (and there may be cases, for example ostensive naming, where
retention is the only component of learning). Nevertheless, we are interested here in the process of inference in ambiguous
situations. We also note that the use of the term ‘‘inference’’ does not connote to us that the psychological computation is
necessarily symbolic or logical. Statistical inferences of the type described below can be instantiated in probabilistic logics, neural
networks, or just about any other formalism (MacKay, 2003).
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Nevertheless, figuring out what an individual word means can be a surprisingly difficult puzzle. In
Quine’s (1960) classic example, he considers an anthropologist who observes a white rabbit running
by. One of his subjects points and says ‘‘gavagai.’’ Even assuming that the anthropologist interprets the
pointing gesture as a signal of reference (Tomasello, 2008; Wittgenstein, 1953), he must still infer
which property of the rabbit the word refers to. Some properties may be logically impossible to distin-
guish from one another—think ‘‘rabbit’’ and ‘‘undetached mass of rabbit parts.’’ But beyond these
philosophical edge cases, even useful properties can be strikingly difficult to distinguish: how can
he decide between ‘‘rabbit,’’ ‘‘animal,’’ ‘‘white,’’ ‘‘running,’’ or even ‘‘dinner’’? We can think of this as
an easy—but perhaps more common—version of the Quinian puzzle: For any known referent (the rab-
bit), there are many conceptually natural referring expressions that include the referent in their exten-
sion (Gleitman & Gleitman, 1992).1 Our argument here is that many of these can be ruled out on
pragmatic grounds, by considering the communicative context and the goals of the speaker.

Language learners have many tools at their disposal to help them limit the possibilities, including
patterns of consistent co-occurrence (Yu & Smith, 2007), the contrasting meanings of other words they
have learned (Clark, 1988; Markman & Wachtel, 1988), and the syntactic structure in which the word
appears (Gleitman, 1990). In the current work, however, we consider cases where these strategies are
ineffective, yet learners can nevertheless infer word meanings by considering the speaker’s commu-
nicative goal.2 These are cases where the pragmatics of the situation—roughly speaking, the fact that
a particular communicator is trying to achieve a particular goal in this context, and that he or she is fol-
lowing a rational strategy to do so—help in inferring word meaning. In our Quinian example, the intui-
tion we are pursuing is that the anthropologist may consider information necessary in the context in
assigning a tentative meaning to ‘‘gavagai.’’ If the white rabbit is tailed by a brown one, perhaps ‘‘gava-
gai’’ means WHITE, while in the absence of such a context, a basic level object label might be more
appropriate.

Fig. 1. An example stimulus item for our experiments. The arrow represents a point or some gesture that signals that the
dinosaur on the right is being talked about, but does not give away which aspect of it is being referred to. In our experiments,
the goal of the learner is to infer whether a novel word (e.g. ‘‘dax’’) means BANDANNA or HEADBAND.

1 This easy puzzle is of course distinct from the harder version, the ‘‘true’’ Quinian puzzle: that there are infinitely many
conceptually possible referring expressions that include the referent in their extension, and some of these are extensionally
identical.

2 We use the term ‘‘inference’’ to distinguish between the process of figuring out what a word means and the later retention of
that meaning. Retention is a necessary component of learning (and there may be cases, for example ostensive naming, where
retention is the only component of learning). Nevertheless, we are interested here in the process of inference in ambiguous
situations. We also note that the use of the term ‘‘inference’’ does not connote to us that the psychological computation is
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Nevertheless, figuring out what an individual word means can be a surprisingly difficult puzzle. In
Quine’s (1960) classic example, he considers an anthropologist who observes a white rabbit running
by. One of his subjects points and says ‘‘gavagai.’’ Even assuming that the anthropologist interprets the
pointing gesture as a signal of reference (Tomasello, 2008; Wittgenstein, 1953), he must still infer
which property of the rabbit the word refers to. Some properties may be logically impossible to distin-
guish from one another—think ‘‘rabbit’’ and ‘‘undetached mass of rabbit parts.’’ But beyond these
philosophical edge cases, even useful properties can be strikingly difficult to distinguish: how can
he decide between ‘‘rabbit,’’ ‘‘animal,’’ ‘‘white,’’ ‘‘running,’’ or even ‘‘dinner’’? We can think of this as
an easy—but perhaps more common—version of the Quinian puzzle: For any known referent (the rab-
bit), there are many conceptually natural referring expressions that include the referent in their exten-
sion (Gleitman & Gleitman, 1992).1 Our argument here is that many of these can be ruled out on
pragmatic grounds, by considering the communicative context and the goals of the speaker.

Language learners have many tools at their disposal to help them limit the possibilities, including
patterns of consistent co-occurrence (Yu & Smith, 2007), the contrasting meanings of other words they
have learned (Clark, 1988; Markman & Wachtel, 1988), and the syntactic structure in which the word
appears (Gleitman, 1990). In the current work, however, we consider cases where these strategies are
ineffective, yet learners can nevertheless infer word meanings by considering the speaker’s commu-
nicative goal.2 These are cases where the pragmatics of the situation—roughly speaking, the fact that
a particular communicator is trying to achieve a particular goal in this context, and that he or she is fol-
lowing a rational strategy to do so—help in inferring word meaning. In our Quinian example, the intui-
tion we are pursuing is that the anthropologist may consider information necessary in the context in
assigning a tentative meaning to ‘‘gavagai.’’ If the white rabbit is tailed by a brown one, perhaps ‘‘gava-
gai’’ means WHITE, while in the absence of such a context, a basic level object label might be more
appropriate.

Fig. 1. An example stimulus item for our experiments. The arrow represents a point or some gesture that signals that the
dinosaur on the right is being talked about, but does not give away which aspect of it is being referred to. In our experiments,
the goal of the learner is to infer whether a novel word (e.g. ‘‘dax’’) means BANDANNA or HEADBAND.

1 This easy puzzle is of course distinct from the harder version, the ‘‘true’’ Quinian puzzle: that there are infinitely many
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Nevertheless, figuring out what an individual word means can be a surprisingly difficult puzzle. In
Quine’s (1960) classic example, he considers an anthropologist who observes a white rabbit running
by. One of his subjects points and says ‘‘gavagai.’’ Even assuming that the anthropologist interprets the
pointing gesture as a signal of reference (Tomasello, 2008; Wittgenstein, 1953), he must still infer
which property of the rabbit the word refers to. Some properties may be logically impossible to distin-
guish from one another—think ‘‘rabbit’’ and ‘‘undetached mass of rabbit parts.’’ But beyond these
philosophical edge cases, even useful properties can be strikingly difficult to distinguish: how can
he decide between ‘‘rabbit,’’ ‘‘animal,’’ ‘‘white,’’ ‘‘running,’’ or even ‘‘dinner’’? We can think of this as
an easy—but perhaps more common—version of the Quinian puzzle: For any known referent (the rab-
bit), there are many conceptually natural referring expressions that include the referent in their exten-
sion (Gleitman & Gleitman, 1992).1 Our argument here is that many of these can be ruled out on
pragmatic grounds, by considering the communicative context and the goals of the speaker.

Language learners have many tools at their disposal to help them limit the possibilities, including
patterns of consistent co-occurrence (Yu & Smith, 2007), the contrasting meanings of other words they
have learned (Clark, 1988; Markman & Wachtel, 1988), and the syntactic structure in which the word
appears (Gleitman, 1990). In the current work, however, we consider cases where these strategies are
ineffective, yet learners can nevertheless infer word meanings by considering the speaker’s commu-
nicative goal.2 These are cases where the pragmatics of the situation—roughly speaking, the fact that
a particular communicator is trying to achieve a particular goal in this context, and that he or she is fol-
lowing a rational strategy to do so—help in inferring word meaning. In our Quinian example, the intui-
tion we are pursuing is that the anthropologist may consider information necessary in the context in
assigning a tentative meaning to ‘‘gavagai.’’ If the white rabbit is tailed by a brown one, perhaps ‘‘gava-
gai’’ means WHITE, while in the absence of such a context, a basic level object label might be more
appropriate.

Fig. 1. An example stimulus item for our experiments. The arrow represents a point or some gesture that signals that the
dinosaur on the right is being talked about, but does not give away which aspect of it is being referred to. In our experiments,
the goal of the learner is to infer whether a novel word (e.g. ‘‘dax’’) means BANDANNA or HEADBAND.

1 This easy puzzle is of course distinct from the harder version, the ‘‘true’’ Quinian puzzle: that there are infinitely many
conceptually possible referring expressions that include the referent in their extension, and some of these are extensionally
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Nevertheless, figuring out what an individual word means can be a surprisingly difficult puzzle. In
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by. One of his subjects points and says ‘‘gavagai.’’ Even assuming that the anthropologist interprets the
pointing gesture as a signal of reference (Tomasello, 2008; Wittgenstein, 1953), he must still infer
which property of the rabbit the word refers to. Some properties may be logically impossible to distin-
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he decide between ‘‘rabbit,’’ ‘‘animal,’’ ‘‘white,’’ ‘‘running,’’ or even ‘‘dinner’’? We can think of this as
an easy—but perhaps more common—version of the Quinian puzzle: For any known referent (the rab-
bit), there are many conceptually natural referring expressions that include the referent in their exten-
sion (Gleitman & Gleitman, 1992).1 Our argument here is that many of these can be ruled out on
pragmatic grounds, by considering the communicative context and the goals of the speaker.

Language learners have many tools at their disposal to help them limit the possibilities, including
patterns of consistent co-occurrence (Yu & Smith, 2007), the contrasting meanings of other words they
have learned (Clark, 1988; Markman & Wachtel, 1988), and the syntactic structure in which the word
appears (Gleitman, 1990). In the current work, however, we consider cases where these strategies are
ineffective, yet learners can nevertheless infer word meanings by considering the speaker’s commu-
nicative goal.2 These are cases where the pragmatics of the situation—roughly speaking, the fact that
a particular communicator is trying to achieve a particular goal in this context, and that he or she is fol-
lowing a rational strategy to do so—help in inferring word meaning. In our Quinian example, the intui-
tion we are pursuing is that the anthropologist may consider information necessary in the context in
assigning a tentative meaning to ‘‘gavagai.’’ If the white rabbit is tailed by a brown one, perhaps ‘‘gava-
gai’’ means WHITE, while in the absence of such a context, a basic level object label might be more
appropriate.

Fig. 1. An example stimulus item for our experiments. The arrow represents a point or some gesture that signals that the
dinosaur on the right is being talked about, but does not give away which aspect of it is being referred to. In our experiments,
the goal of the learner is to infer whether a novel word (e.g. ‘‘dax’’) means BANDANNA or HEADBAND.
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Nevertheless, figuring out what an individual word means can be a surprisingly difficult puzzle. In
Quine’s (1960) classic example, he considers an anthropologist who observes a white rabbit running
by. One of his subjects points and says ‘‘gavagai.’’ Even assuming that the anthropologist interprets the
pointing gesture as a signal of reference (Tomasello, 2008; Wittgenstein, 1953), he must still infer
which property of the rabbit the word refers to. Some properties may be logically impossible to distin-
guish from one another—think ‘‘rabbit’’ and ‘‘undetached mass of rabbit parts.’’ But beyond these
philosophical edge cases, even useful properties can be strikingly difficult to distinguish: how can
he decide between ‘‘rabbit,’’ ‘‘animal,’’ ‘‘white,’’ ‘‘running,’’ or even ‘‘dinner’’? We can think of this as
an easy—but perhaps more common—version of the Quinian puzzle: For any known referent (the rab-
bit), there are many conceptually natural referring expressions that include the referent in their exten-
sion (Gleitman & Gleitman, 1992).1 Our argument here is that many of these can be ruled out on
pragmatic grounds, by considering the communicative context and the goals of the speaker.

Language learners have many tools at their disposal to help them limit the possibilities, including
patterns of consistent co-occurrence (Yu & Smith, 2007), the contrasting meanings of other words they
have learned (Clark, 1988; Markman & Wachtel, 1988), and the syntactic structure in which the word
appears (Gleitman, 1990). In the current work, however, we consider cases where these strategies are
ineffective, yet learners can nevertheless infer word meanings by considering the speaker’s commu-
nicative goal.2 These are cases where the pragmatics of the situation—roughly speaking, the fact that
a particular communicator is trying to achieve a particular goal in this context, and that he or she is fol-
lowing a rational strategy to do so—help in inferring word meaning. In our Quinian example, the intui-
tion we are pursuing is that the anthropologist may consider information necessary in the context in
assigning a tentative meaning to ‘‘gavagai.’’ If the white rabbit is tailed by a brown one, perhaps ‘‘gava-
gai’’ means WHITE, while in the absence of such a context, a basic level object label might be more
appropriate.

Fig. 1. An example stimulus item for our experiments. The arrow represents a point or some gesture that signals that the
dinosaur on the right is being talked about, but does not give away which aspect of it is being referred to. In our experiments,
the goal of the learner is to infer whether a novel word (e.g. ‘‘dax’’) means BANDANNA or HEADBAND.

1 This easy puzzle is of course distinct from the harder version, the ‘‘true’’ Quinian puzzle: that there are infinitely many
conceptually possible referring expressions that include the referent in their extension, and some of these are extensionally
identical.

2 We use the term ‘‘inference’’ to distinguish between the process of figuring out what a word means and the later retention of
that meaning. Retention is a necessary component of learning (and there may be cases, for example ostensive naming, where
retention is the only component of learning). Nevertheless, we are interested here in the process of inference in ambiguous
situations. We also note that the use of the term ‘‘inference’’ does not connote to us that the psychological computation is
necessarily symbolic or logical. Statistical inferences of the type described below can be instantiated in probabilistic logics, neural
networks, or just about any other formalism (MacKay, 2003).

M.C. Frank, N.D. Goodman / Cognitive Psychology 75 (2014) 80–96 81

PS1(“headband” | ) =  2
3

Nevertheless, figuring out what an individual word means can be a surprisingly difficult puzzle. In
Quine’s (1960) classic example, he considers an anthropologist who observes a white rabbit running
by. One of his subjects points and says ‘‘gavagai.’’ Even assuming that the anthropologist interprets the
pointing gesture as a signal of reference (Tomasello, 2008; Wittgenstein, 1953), he must still infer
which property of the rabbit the word refers to. Some properties may be logically impossible to distin-
guish from one another—think ‘‘rabbit’’ and ‘‘undetached mass of rabbit parts.’’ But beyond these
philosophical edge cases, even useful properties can be strikingly difficult to distinguish: how can
he decide between ‘‘rabbit,’’ ‘‘animal,’’ ‘‘white,’’ ‘‘running,’’ or even ‘‘dinner’’? We can think of this as
an easy—but perhaps more common—version of the Quinian puzzle: For any known referent (the rab-
bit), there are many conceptually natural referring expressions that include the referent in their exten-
sion (Gleitman & Gleitman, 1992).1 Our argument here is that many of these can be ruled out on
pragmatic grounds, by considering the communicative context and the goals of the speaker.

Language learners have many tools at their disposal to help them limit the possibilities, including
patterns of consistent co-occurrence (Yu & Smith, 2007), the contrasting meanings of other words they
have learned (Clark, 1988; Markman & Wachtel, 1988), and the syntactic structure in which the word
appears (Gleitman, 1990). In the current work, however, we consider cases where these strategies are
ineffective, yet learners can nevertheless infer word meanings by considering the speaker’s commu-
nicative goal.2 These are cases where the pragmatics of the situation—roughly speaking, the fact that
a particular communicator is trying to achieve a particular goal in this context, and that he or she is fol-
lowing a rational strategy to do so—help in inferring word meaning. In our Quinian example, the intui-
tion we are pursuing is that the anthropologist may consider information necessary in the context in
assigning a tentative meaning to ‘‘gavagai.’’ If the white rabbit is tailed by a brown one, perhaps ‘‘gava-
gai’’ means WHITE, while in the absence of such a context, a basic level object label might be more
appropriate.

Fig. 1. An example stimulus item for our experiments. The arrow represents a point or some gesture that signals that the
dinosaur on the right is being talked about, but does not give away which aspect of it is being referred to. In our experiments,
the goal of the learner is to infer whether a novel word (e.g. ‘‘dax’’) means BANDANNA or HEADBAND.

1 This easy puzzle is of course distinct from the harder version, the ‘‘true’’ Quinian puzzle: that there are infinitely many
conceptually possible referring expressions that include the referent in their extension, and some of these are extensionally
identical.

2 We use the term ‘‘inference’’ to distinguish between the process of figuring out what a word means and the later retention of
that meaning. Retention is a necessary component of learning (and there may be cases, for example ostensive naming, where
retention is the only component of learning). Nevertheless, we are interested here in the process of inference in ambiguous
situations. We also note that the use of the term ‘‘inference’’ does not connote to us that the psychological computation is
necessarily symbolic or logical. Statistical inferences of the type described below can be instantiated in probabilistic logics, neural
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Nevertheless, figuring out what an individual word means can be a surprisingly difficult puzzle. In
Quine’s (1960) classic example, he considers an anthropologist who observes a white rabbit running
by. One of his subjects points and says ‘‘gavagai.’’ Even assuming that the anthropologist interprets the
pointing gesture as a signal of reference (Tomasello, 2008; Wittgenstein, 1953), he must still infer
which property of the rabbit the word refers to. Some properties may be logically impossible to distin-
guish from one another—think ‘‘rabbit’’ and ‘‘undetached mass of rabbit parts.’’ But beyond these
philosophical edge cases, even useful properties can be strikingly difficult to distinguish: how can
he decide between ‘‘rabbit,’’ ‘‘animal,’’ ‘‘white,’’ ‘‘running,’’ or even ‘‘dinner’’? We can think of this as
an easy—but perhaps more common—version of the Quinian puzzle: For any known referent (the rab-
bit), there are many conceptually natural referring expressions that include the referent in their exten-
sion (Gleitman & Gleitman, 1992).1 Our argument here is that many of these can be ruled out on
pragmatic grounds, by considering the communicative context and the goals of the speaker.

Language learners have many tools at their disposal to help them limit the possibilities, including
patterns of consistent co-occurrence (Yu & Smith, 2007), the contrasting meanings of other words they
have learned (Clark, 1988; Markman & Wachtel, 1988), and the syntactic structure in which the word
appears (Gleitman, 1990). In the current work, however, we consider cases where these strategies are
ineffective, yet learners can nevertheless infer word meanings by considering the speaker’s commu-
nicative goal.2 These are cases where the pragmatics of the situation—roughly speaking, the fact that
a particular communicator is trying to achieve a particular goal in this context, and that he or she is fol-
lowing a rational strategy to do so—help in inferring word meaning. In our Quinian example, the intui-
tion we are pursuing is that the anthropologist may consider information necessary in the context in
assigning a tentative meaning to ‘‘gavagai.’’ If the white rabbit is tailed by a brown one, perhaps ‘‘gava-
gai’’ means WHITE, while in the absence of such a context, a basic level object label might be more
appropriate.

Fig. 1. An example stimulus item for our experiments. The arrow represents a point or some gesture that signals that the
dinosaur on the right is being talked about, but does not give away which aspect of it is being referred to. In our experiments,
the goal of the learner is to infer whether a novel word (e.g. ‘‘dax’’) means BANDANNA or HEADBAND.

1 This easy puzzle is of course distinct from the harder version, the ‘‘true’’ Quinian puzzle: that there are infinitely many
conceptually possible referring expressions that include the referent in their extension, and some of these are extensionally
identical.

2 We use the term ‘‘inference’’ to distinguish between the process of figuring out what a word means and the later retention of
that meaning. Retention is a necessary component of learning (and there may be cases, for example ostensive naming, where
retention is the only component of learning). Nevertheless, we are interested here in the process of inference in ambiguous
situations. We also note that the use of the term ‘‘inference’’ does not connote to us that the psychological computation is
necessarily symbolic or logical. Statistical inferences of the type described below can be instantiated in probabilistic logics, neural
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Nevertheless, figuring out what an individual word means can be a surprisingly difficult puzzle. In
Quine’s (1960) classic example, he considers an anthropologist who observes a white rabbit running
by. One of his subjects points and says ‘‘gavagai.’’ Even assuming that the anthropologist interprets the
pointing gesture as a signal of reference (Tomasello, 2008; Wittgenstein, 1953), he must still infer
which property of the rabbit the word refers to. Some properties may be logically impossible to distin-
guish from one another—think ‘‘rabbit’’ and ‘‘undetached mass of rabbit parts.’’ But beyond these
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bit), there are many conceptually natural referring expressions that include the referent in their exten-
sion (Gleitman & Gleitman, 1992).1 Our argument here is that many of these can be ruled out on
pragmatic grounds, by considering the communicative context and the goals of the speaker.

Language learners have many tools at their disposal to help them limit the possibilities, including
patterns of consistent co-occurrence (Yu & Smith, 2007), the contrasting meanings of other words they
have learned (Clark, 1988; Markman & Wachtel, 1988), and the syntactic structure in which the word
appears (Gleitman, 1990). In the current work, however, we consider cases where these strategies are
ineffective, yet learners can nevertheless infer word meanings by considering the speaker’s commu-
nicative goal.2 These are cases where the pragmatics of the situation—roughly speaking, the fact that
a particular communicator is trying to achieve a particular goal in this context, and that he or she is fol-
lowing a rational strategy to do so—help in inferring word meaning. In our Quinian example, the intui-
tion we are pursuing is that the anthropologist may consider information necessary in the context in
assigning a tentative meaning to ‘‘gavagai.’’ If the white rabbit is tailed by a brown one, perhaps ‘‘gava-
gai’’ means WHITE, while in the absence of such a context, a basic level object label might be more
appropriate.

Fig. 1. An example stimulus item for our experiments. The arrow represents a point or some gesture that signals that the
dinosaur on the right is being talked about, but does not give away which aspect of it is being referred to. In our experiments,
the goal of the learner is to infer whether a novel word (e.g. ‘‘dax’’) means BANDANNA or HEADBAND.

1 This easy puzzle is of course distinct from the harder version, the ‘‘true’’ Quinian puzzle: that there are infinitely many
conceptually possible referring expressions that include the referent in their extension, and some of these are extensionally
identical.

2 We use the term ‘‘inference’’ to distinguish between the process of figuring out what a word means and the later retention of
that meaning. Retention is a necessary component of learning (and there may be cases, for example ostensive naming, where
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Nevertheless, figuring out what an individual word means can be a surprisingly difficult puzzle. In
Quine’s (1960) classic example, he considers an anthropologist who observes a white rabbit running
by. One of his subjects points and says ‘‘gavagai.’’ Even assuming that the anthropologist interprets the
pointing gesture as a signal of reference (Tomasello, 2008; Wittgenstein, 1953), he must still infer
which property of the rabbit the word refers to. Some properties may be logically impossible to distin-
guish from one another—think ‘‘rabbit’’ and ‘‘undetached mass of rabbit parts.’’ But beyond these
philosophical edge cases, even useful properties can be strikingly difficult to distinguish: how can
he decide between ‘‘rabbit,’’ ‘‘animal,’’ ‘‘white,’’ ‘‘running,’’ or even ‘‘dinner’’? We can think of this as
an easy—but perhaps more common—version of the Quinian puzzle: For any known referent (the rab-
bit), there are many conceptually natural referring expressions that include the referent in their exten-
sion (Gleitman & Gleitman, 1992).1 Our argument here is that many of these can be ruled out on
pragmatic grounds, by considering the communicative context and the goals of the speaker.

Language learners have many tools at their disposal to help them limit the possibilities, including
patterns of consistent co-occurrence (Yu & Smith, 2007), the contrasting meanings of other words they
have learned (Clark, 1988; Markman & Wachtel, 1988), and the syntactic structure in which the word
appears (Gleitman, 1990). In the current work, however, we consider cases where these strategies are
ineffective, yet learners can nevertheless infer word meanings by considering the speaker’s commu-
nicative goal.2 These are cases where the pragmatics of the situation—roughly speaking, the fact that
a particular communicator is trying to achieve a particular goal in this context, and that he or she is fol-
lowing a rational strategy to do so—help in inferring word meaning. In our Quinian example, the intui-
tion we are pursuing is that the anthropologist may consider information necessary in the context in
assigning a tentative meaning to ‘‘gavagai.’’ If the white rabbit is tailed by a brown one, perhaps ‘‘gava-
gai’’ means WHITE, while in the absence of such a context, a basic level object label might be more
appropriate.

Fig. 1. An example stimulus item for our experiments. The arrow represents a point or some gesture that signals that the
dinosaur on the right is being talked about, but does not give away which aspect of it is being referred to. In our experiments,
the goal of the learner is to infer whether a novel word (e.g. ‘‘dax’’) means BANDANNA or HEADBAND.
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Nevertheless, figuring out what an individual word means can be a surprisingly difficult puzzle. In
Quine’s (1960) classic example, he considers an anthropologist who observes a white rabbit running
by. One of his subjects points and says ‘‘gavagai.’’ Even assuming that the anthropologist interprets the
pointing gesture as a signal of reference (Tomasello, 2008; Wittgenstein, 1953), he must still infer
which property of the rabbit the word refers to. Some properties may be logically impossible to distin-
guish from one another—think ‘‘rabbit’’ and ‘‘undetached mass of rabbit parts.’’ But beyond these
philosophical edge cases, even useful properties can be strikingly difficult to distinguish: how can
he decide between ‘‘rabbit,’’ ‘‘animal,’’ ‘‘white,’’ ‘‘running,’’ or even ‘‘dinner’’? We can think of this as
an easy—but perhaps more common—version of the Quinian puzzle: For any known referent (the rab-
bit), there are many conceptually natural referring expressions that include the referent in their exten-
sion (Gleitman & Gleitman, 1992).1 Our argument here is that many of these can be ruled out on
pragmatic grounds, by considering the communicative context and the goals of the speaker.

Language learners have many tools at their disposal to help them limit the possibilities, including
patterns of consistent co-occurrence (Yu & Smith, 2007), the contrasting meanings of other words they
have learned (Clark, 1988; Markman & Wachtel, 1988), and the syntactic structure in which the word
appears (Gleitman, 1990). In the current work, however, we consider cases where these strategies are
ineffective, yet learners can nevertheless infer word meanings by considering the speaker’s commu-
nicative goal.2 These are cases where the pragmatics of the situation—roughly speaking, the fact that
a particular communicator is trying to achieve a particular goal in this context, and that he or she is fol-
lowing a rational strategy to do so—help in inferring word meaning. In our Quinian example, the intui-
tion we are pursuing is that the anthropologist may consider information necessary in the context in
assigning a tentative meaning to ‘‘gavagai.’’ If the white rabbit is tailed by a brown one, perhaps ‘‘gava-
gai’’ means WHITE, while in the absence of such a context, a basic level object label might be more
appropriate.

Fig. 1. An example stimulus item for our experiments. The arrow represents a point or some gesture that signals that the
dinosaur on the right is being talked about, but does not give away which aspect of it is being referred to. In our experiments,
the goal of the learner is to infer whether a novel word (e.g. ‘‘dax’’) means BANDANNA or HEADBAND.

1 This easy puzzle is of course distinct from the harder version, the ‘‘true’’ Quinian puzzle: that there are infinitely many
conceptually possible referring expressions that include the referent in their extension, and some of these are extensionally
identical.

2 We use the term ‘‘inference’’ to distinguish between the process of figuring out what a word means and the later retention of
that meaning. Retention is a necessary component of learning (and there may be cases, for example ostensive naming, where
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Nevertheless, figuring out what an individual word means can be a surprisingly difficult puzzle. In
Quine’s (1960) classic example, he considers an anthropologist who observes a white rabbit running
by. One of his subjects points and says ‘‘gavagai.’’ Even assuming that the anthropologist interprets the
pointing gesture as a signal of reference (Tomasello, 2008; Wittgenstein, 1953), he must still infer
which property of the rabbit the word refers to. Some properties may be logically impossible to distin-
guish from one another—think ‘‘rabbit’’ and ‘‘undetached mass of rabbit parts.’’ But beyond these
philosophical edge cases, even useful properties can be strikingly difficult to distinguish: how can
he decide between ‘‘rabbit,’’ ‘‘animal,’’ ‘‘white,’’ ‘‘running,’’ or even ‘‘dinner’’? We can think of this as
an easy—but perhaps more common—version of the Quinian puzzle: For any known referent (the rab-
bit), there are many conceptually natural referring expressions that include the referent in their exten-
sion (Gleitman & Gleitman, 1992).1 Our argument here is that many of these can be ruled out on
pragmatic grounds, by considering the communicative context and the goals of the speaker.

Language learners have many tools at their disposal to help them limit the possibilities, including
patterns of consistent co-occurrence (Yu & Smith, 2007), the contrasting meanings of other words they
have learned (Clark, 1988; Markman & Wachtel, 1988), and the syntactic structure in which the word
appears (Gleitman, 1990). In the current work, however, we consider cases where these strategies are
ineffective, yet learners can nevertheless infer word meanings by considering the speaker’s commu-
nicative goal.2 These are cases where the pragmatics of the situation—roughly speaking, the fact that
a particular communicator is trying to achieve a particular goal in this context, and that he or she is fol-
lowing a rational strategy to do so—help in inferring word meaning. In our Quinian example, the intui-
tion we are pursuing is that the anthropologist may consider information necessary in the context in
assigning a tentative meaning to ‘‘gavagai.’’ If the white rabbit is tailed by a brown one, perhaps ‘‘gava-
gai’’ means WHITE, while in the absence of such a context, a basic level object label might be more
appropriate.

Fig. 1. An example stimulus item for our experiments. The arrow represents a point or some gesture that signals that the
dinosaur on the right is being talked about, but does not give away which aspect of it is being referred to. In our experiments,
the goal of the learner is to infer whether a novel word (e.g. ‘‘dax’’) means BANDANNA or HEADBAND.

1 This easy puzzle is of course distinct from the harder version, the ‘‘true’’ Quinian puzzle: that there are infinitely many
conceptually possible referring expressions that include the referent in their extension, and some of these are extensionally
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Nevertheless, figuring out what an individual word means can be a surprisingly difficult puzzle. In
Quine’s (1960) classic example, he considers an anthropologist who observes a white rabbit running
by. One of his subjects points and says ‘‘gavagai.’’ Even assuming that the anthropologist interprets the
pointing gesture as a signal of reference (Tomasello, 2008; Wittgenstein, 1953), he must still infer
which property of the rabbit the word refers to. Some properties may be logically impossible to distin-
guish from one another—think ‘‘rabbit’’ and ‘‘undetached mass of rabbit parts.’’ But beyond these
philosophical edge cases, even useful properties can be strikingly difficult to distinguish: how can
he decide between ‘‘rabbit,’’ ‘‘animal,’’ ‘‘white,’’ ‘‘running,’’ or even ‘‘dinner’’? We can think of this as
an easy—but perhaps more common—version of the Quinian puzzle: For any known referent (the rab-
bit), there are many conceptually natural referring expressions that include the referent in their exten-
sion (Gleitman & Gleitman, 1992).1 Our argument here is that many of these can be ruled out on
pragmatic grounds, by considering the communicative context and the goals of the speaker.

Language learners have many tools at their disposal to help them limit the possibilities, including
patterns of consistent co-occurrence (Yu & Smith, 2007), the contrasting meanings of other words they
have learned (Clark, 1988; Markman & Wachtel, 1988), and the syntactic structure in which the word
appears (Gleitman, 1990). In the current work, however, we consider cases where these strategies are
ineffective, yet learners can nevertheless infer word meanings by considering the speaker’s commu-
nicative goal.2 These are cases where the pragmatics of the situation—roughly speaking, the fact that
a particular communicator is trying to achieve a particular goal in this context, and that he or she is fol-
lowing a rational strategy to do so—help in inferring word meaning. In our Quinian example, the intui-
tion we are pursuing is that the anthropologist may consider information necessary in the context in
assigning a tentative meaning to ‘‘gavagai.’’ If the white rabbit is tailed by a brown one, perhaps ‘‘gava-
gai’’ means WHITE, while in the absence of such a context, a basic level object label might be more
appropriate.

Fig. 1. An example stimulus item for our experiments. The arrow represents a point or some gesture that signals that the
dinosaur on the right is being talked about, but does not give away which aspect of it is being referred to. In our experiments,
the goal of the learner is to infer whether a novel word (e.g. ‘‘dax’’) means BANDANNA or HEADBAND.
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pragmatic grounds, by considering the communicative context and the goals of the speaker.

Language learners have many tools at their disposal to help them limit the possibilities, including
patterns of consistent co-occurrence (Yu & Smith, 2007), the contrasting meanings of other words they
have learned (Clark, 1988; Markman & Wachtel, 1988), and the syntactic structure in which the word
appears (Gleitman, 1990). In the current work, however, we consider cases where these strategies are
ineffective, yet learners can nevertheless infer word meanings by considering the speaker’s commu-
nicative goal.2 These are cases where the pragmatics of the situation—roughly speaking, the fact that
a particular communicator is trying to achieve a particular goal in this context, and that he or she is fol-
lowing a rational strategy to do so—help in inferring word meaning. In our Quinian example, the intui-
tion we are pursuing is that the anthropologist may consider information necessary in the context in
assigning a tentative meaning to ‘‘gavagai.’’ If the white rabbit is tailed by a brown one, perhaps ‘‘gava-
gai’’ means WHITE, while in the absence of such a context, a basic level object label might be more
appropriate.
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dinosaur on the right is being talked about, but does not give away which aspect of it is being referred to. In our experiments,
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pointing gesture as a signal of reference (Tomasello, 2008; Wittgenstein, 1953), he must still infer
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sion (Gleitman & Gleitman, 1992).1 Our argument here is that many of these can be ruled out on
pragmatic grounds, by considering the communicative context and the goals of the speaker.

Language learners have many tools at their disposal to help them limit the possibilities, including
patterns of consistent co-occurrence (Yu & Smith, 2007), the contrasting meanings of other words they
have learned (Clark, 1988; Markman & Wachtel, 1988), and the syntactic structure in which the word
appears (Gleitman, 1990). In the current work, however, we consider cases where these strategies are
ineffective, yet learners can nevertheless infer word meanings by considering the speaker’s commu-
nicative goal.2 These are cases where the pragmatics of the situation—roughly speaking, the fact that
a particular communicator is trying to achieve a particular goal in this context, and that he or she is fol-
lowing a rational strategy to do so—help in inferring word meaning. In our Quinian example, the intui-
tion we are pursuing is that the anthropologist may consider information necessary in the context in
assigning a tentative meaning to ‘‘gavagai.’’ If the white rabbit is tailed by a brown one, perhaps ‘‘gava-
gai’’ means WHITE, while in the absence of such a context, a basic level object label might be more
appropriate.

Fig. 1. An example stimulus item for our experiments. The arrow represents a point or some gesture that signals that the
dinosaur on the right is being talked about, but does not give away which aspect of it is being referred to. In our experiments,
the goal of the learner is to infer whether a novel word (e.g. ‘‘dax’’) means BANDANNA or HEADBAND.

1 This easy puzzle is of course distinct from the harder version, the ‘‘true’’ Quinian puzzle: that there are infinitely many
conceptually possible referring expressions that include the referent in their extension, and some of these are extensionally
identical.

2 We use the term ‘‘inference’’ to distinguish between the process of figuring out what a word means and the later retention of
that meaning. Retention is a necessary component of learning (and there may be cases, for example ostensive naming, where
retention is the only component of learning). Nevertheless, we are interested here in the process of inference in ambiguous
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a particular communicator is trying to achieve a particular goal in this context, and that he or she is fol-
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tion we are pursuing is that the anthropologist may consider information necessary in the context in
assigning a tentative meaning to ‘‘gavagai.’’ If the white rabbit is tailed by a brown one, perhaps ‘‘gava-
gai’’ means WHITE, while in the absence of such a context, a basic level object label might be more
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Nevertheless, figuring out what an individual word means can be a surprisingly difficult puzzle. In
Quine’s (1960) classic example, he considers an anthropologist who observes a white rabbit running
by. One of his subjects points and says ‘‘gavagai.’’ Even assuming that the anthropologist interprets the
pointing gesture as a signal of reference (Tomasello, 2008; Wittgenstein, 1953), he must still infer
which property of the rabbit the word refers to. Some properties may be logically impossible to distin-
guish from one another—think ‘‘rabbit’’ and ‘‘undetached mass of rabbit parts.’’ But beyond these
philosophical edge cases, even useful properties can be strikingly difficult to distinguish: how can
he decide between ‘‘rabbit,’’ ‘‘animal,’’ ‘‘white,’’ ‘‘running,’’ or even ‘‘dinner’’? We can think of this as
an easy—but perhaps more common—version of the Quinian puzzle: For any known referent (the rab-
bit), there are many conceptually natural referring expressions that include the referent in their exten-
sion (Gleitman & Gleitman, 1992).1 Our argument here is that many of these can be ruled out on
pragmatic grounds, by considering the communicative context and the goals of the speaker.

Language learners have many tools at their disposal to help them limit the possibilities, including
patterns of consistent co-occurrence (Yu & Smith, 2007), the contrasting meanings of other words they
have learned (Clark, 1988; Markman & Wachtel, 1988), and the syntactic structure in which the word
appears (Gleitman, 1990). In the current work, however, we consider cases where these strategies are
ineffective, yet learners can nevertheless infer word meanings by considering the speaker’s commu-
nicative goal.2 These are cases where the pragmatics of the situation—roughly speaking, the fact that
a particular communicator is trying to achieve a particular goal in this context, and that he or she is fol-
lowing a rational strategy to do so—help in inferring word meaning. In our Quinian example, the intui-
tion we are pursuing is that the anthropologist may consider information necessary in the context in
assigning a tentative meaning to ‘‘gavagai.’’ If the white rabbit is tailed by a brown one, perhaps ‘‘gava-
gai’’ means WHITE, while in the absence of such a context, a basic level object label might be more
appropriate.

Fig. 1. An example stimulus item for our experiments. The arrow represents a point or some gesture that signals that the
dinosaur on the right is being talked about, but does not give away which aspect of it is being referred to. In our experiments,
the goal of the learner is to infer whether a novel word (e.g. ‘‘dax’’) means BANDANNA or HEADBAND.
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conceptually possible referring expressions that include the referent in their extension, and some of these are extensionally
identical.
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by. One of his subjects points and says ‘‘gavagai.’’ Even assuming that the anthropologist interprets the
pointing gesture as a signal of reference (Tomasello, 2008; Wittgenstein, 1953), he must still infer
which property of the rabbit the word refers to. Some properties may be logically impossible to distin-
guish from one another—think ‘‘rabbit’’ and ‘‘undetached mass of rabbit parts.’’ But beyond these
philosophical edge cases, even useful properties can be strikingly difficult to distinguish: how can
he decide between ‘‘rabbit,’’ ‘‘animal,’’ ‘‘white,’’ ‘‘running,’’ or even ‘‘dinner’’? We can think of this as
an easy—but perhaps more common—version of the Quinian puzzle: For any known referent (the rab-
bit), there are many conceptually natural referring expressions that include the referent in their exten-
sion (Gleitman & Gleitman, 1992).1 Our argument here is that many of these can be ruled out on
pragmatic grounds, by considering the communicative context and the goals of the speaker.

Language learners have many tools at their disposal to help them limit the possibilities, including
patterns of consistent co-occurrence (Yu & Smith, 2007), the contrasting meanings of other words they
have learned (Clark, 1988; Markman & Wachtel, 1988), and the syntactic structure in which the word
appears (Gleitman, 1990). In the current work, however, we consider cases where these strategies are
ineffective, yet learners can nevertheless infer word meanings by considering the speaker’s commu-
nicative goal.2 These are cases where the pragmatics of the situation—roughly speaking, the fact that
a particular communicator is trying to achieve a particular goal in this context, and that he or she is fol-
lowing a rational strategy to do so—help in inferring word meaning. In our Quinian example, the intui-
tion we are pursuing is that the anthropologist may consider information necessary in the context in
assigning a tentative meaning to ‘‘gavagai.’’ If the white rabbit is tailed by a brown one, perhaps ‘‘gava-
gai’’ means WHITE, while in the absence of such a context, a basic level object label might be more
appropriate.

Fig. 1. An example stimulus item for our experiments. The arrow represents a point or some gesture that signals that the
dinosaur on the right is being talked about, but does not give away which aspect of it is being referred to. In our experiments,
the goal of the learner is to infer whether a novel word (e.g. ‘‘dax’’) means BANDANNA or HEADBAND.
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conceptually possible referring expressions that include the referent in their extension, and some of these are extensionally
identical.
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Nevertheless, figuring out what an individual word means can be a surprisingly difficult puzzle. In
Quine’s (1960) classic example, he considers an anthropologist who observes a white rabbit running
by. One of his subjects points and says ‘‘gavagai.’’ Even assuming that the anthropologist interprets the
pointing gesture as a signal of reference (Tomasello, 2008; Wittgenstein, 1953), he must still infer
which property of the rabbit the word refers to. Some properties may be logically impossible to distin-
guish from one another—think ‘‘rabbit’’ and ‘‘undetached mass of rabbit parts.’’ But beyond these
philosophical edge cases, even useful properties can be strikingly difficult to distinguish: how can
he decide between ‘‘rabbit,’’ ‘‘animal,’’ ‘‘white,’’ ‘‘running,’’ or even ‘‘dinner’’? We can think of this as
an easy—but perhaps more common—version of the Quinian puzzle: For any known referent (the rab-
bit), there are many conceptually natural referring expressions that include the referent in their exten-
sion (Gleitman & Gleitman, 1992).1 Our argument here is that many of these can be ruled out on
pragmatic grounds, by considering the communicative context and the goals of the speaker.

Language learners have many tools at their disposal to help them limit the possibilities, including
patterns of consistent co-occurrence (Yu & Smith, 2007), the contrasting meanings of other words they
have learned (Clark, 1988; Markman & Wachtel, 1988), and the syntactic structure in which the word
appears (Gleitman, 1990). In the current work, however, we consider cases where these strategies are
ineffective, yet learners can nevertheless infer word meanings by considering the speaker’s commu-
nicative goal.2 These are cases where the pragmatics of the situation—roughly speaking, the fact that
a particular communicator is trying to achieve a particular goal in this context, and that he or she is fol-
lowing a rational strategy to do so—help in inferring word meaning. In our Quinian example, the intui-
tion we are pursuing is that the anthropologist may consider information necessary in the context in
assigning a tentative meaning to ‘‘gavagai.’’ If the white rabbit is tailed by a brown one, perhaps ‘‘gava-
gai’’ means WHITE, while in the absence of such a context, a basic level object label might be more
appropriate.

Fig. 1. An example stimulus item for our experiments. The arrow represents a point or some gesture that signals that the
dinosaur on the right is being talked about, but does not give away which aspect of it is being referred to. In our experiments,
the goal of the learner is to infer whether a novel word (e.g. ‘‘dax’’) means BANDANNA or HEADBAND.

1 This easy puzzle is of course distinct from the harder version, the ‘‘true’’ Quinian puzzle: that there are infinitely many
conceptually possible referring expressions that include the referent in their extension, and some of these are extensionally
identical.

2 We use the term ‘‘inference’’ to distinguish between the process of figuring out what a word means and the later retention of
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Nevertheless, figuring out what an individual word means can be a surprisingly difficult puzzle. In
Quine’s (1960) classic example, he considers an anthropologist who observes a white rabbit running
by. One of his subjects points and says ‘‘gavagai.’’ Even assuming that the anthropologist interprets the
pointing gesture as a signal of reference (Tomasello, 2008; Wittgenstein, 1953), he must still infer
which property of the rabbit the word refers to. Some properties may be logically impossible to distin-
guish from one another—think ‘‘rabbit’’ and ‘‘undetached mass of rabbit parts.’’ But beyond these
philosophical edge cases, even useful properties can be strikingly difficult to distinguish: how can
he decide between ‘‘rabbit,’’ ‘‘animal,’’ ‘‘white,’’ ‘‘running,’’ or even ‘‘dinner’’? We can think of this as
an easy—but perhaps more common—version of the Quinian puzzle: For any known referent (the rab-
bit), there are many conceptually natural referring expressions that include the referent in their exten-
sion (Gleitman & Gleitman, 1992).1 Our argument here is that many of these can be ruled out on
pragmatic grounds, by considering the communicative context and the goals of the speaker.

Language learners have many tools at their disposal to help them limit the possibilities, including
patterns of consistent co-occurrence (Yu & Smith, 2007), the contrasting meanings of other words they
have learned (Clark, 1988; Markman & Wachtel, 1988), and the syntactic structure in which the word
appears (Gleitman, 1990). In the current work, however, we consider cases where these strategies are
ineffective, yet learners can nevertheless infer word meanings by considering the speaker’s commu-
nicative goal.2 These are cases where the pragmatics of the situation—roughly speaking, the fact that
a particular communicator is trying to achieve a particular goal in this context, and that he or she is fol-
lowing a rational strategy to do so—help in inferring word meaning. In our Quinian example, the intui-
tion we are pursuing is that the anthropologist may consider information necessary in the context in
assigning a tentative meaning to ‘‘gavagai.’’ If the white rabbit is tailed by a brown one, perhaps ‘‘gava-
gai’’ means WHITE, while in the absence of such a context, a basic level object label might be more
appropriate.

Fig. 1. An example stimulus item for our experiments. The arrow represents a point or some gesture that signals that the
dinosaur on the right is being talked about, but does not give away which aspect of it is being referred to. In our experiments,
the goal of the learner is to infer whether a novel word (e.g. ‘‘dax’’) means BANDANNA or HEADBAND.

1 This easy puzzle is of course distinct from the harder version, the ‘‘true’’ Quinian puzzle: that there are infinitely many
conceptually possible referring expressions that include the referent in their extension, and some of these are extensionally
identical.

2 We use the term ‘‘inference’’ to distinguish between the process of figuring out what a word means and the later retention of
that meaning. Retention is a necessary component of learning (and there may be cases, for example ostensive naming, where
retention is the only component of learning). Nevertheless, we are interested here in the process of inference in ambiguous
situations. We also note that the use of the term ‘‘inference’’ does not connote to us that the psychological computation is
necessarily symbolic or logical. Statistical inferences of the type described below can be instantiated in probabilistic logics, neural
networks, or just about any other formalism (MacKay, 2003).
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Nevertheless, figuring out what an individual word means can be a surprisingly difficult puzzle. In
Quine’s (1960) classic example, he considers an anthropologist who observes a white rabbit running
by. One of his subjects points and says ‘‘gavagai.’’ Even assuming that the anthropologist interprets the
pointing gesture as a signal of reference (Tomasello, 2008; Wittgenstein, 1953), he must still infer
which property of the rabbit the word refers to. Some properties may be logically impossible to distin-
guish from one another—think ‘‘rabbit’’ and ‘‘undetached mass of rabbit parts.’’ But beyond these
philosophical edge cases, even useful properties can be strikingly difficult to distinguish: how can
he decide between ‘‘rabbit,’’ ‘‘animal,’’ ‘‘white,’’ ‘‘running,’’ or even ‘‘dinner’’? We can think of this as
an easy—but perhaps more common—version of the Quinian puzzle: For any known referent (the rab-
bit), there are many conceptually natural referring expressions that include the referent in their exten-
sion (Gleitman & Gleitman, 1992).1 Our argument here is that many of these can be ruled out on
pragmatic grounds, by considering the communicative context and the goals of the speaker.

Language learners have many tools at their disposal to help them limit the possibilities, including
patterns of consistent co-occurrence (Yu & Smith, 2007), the contrasting meanings of other words they
have learned (Clark, 1988; Markman & Wachtel, 1988), and the syntactic structure in which the word
appears (Gleitman, 1990). In the current work, however, we consider cases where these strategies are
ineffective, yet learners can nevertheless infer word meanings by considering the speaker’s commu-
nicative goal.2 These are cases where the pragmatics of the situation—roughly speaking, the fact that
a particular communicator is trying to achieve a particular goal in this context, and that he or she is fol-
lowing a rational strategy to do so—help in inferring word meaning. In our Quinian example, the intui-
tion we are pursuing is that the anthropologist may consider information necessary in the context in
assigning a tentative meaning to ‘‘gavagai.’’ If the white rabbit is tailed by a brown one, perhaps ‘‘gava-
gai’’ means WHITE, while in the absence of such a context, a basic level object label might be more
appropriate.

Fig. 1. An example stimulus item for our experiments. The arrow represents a point or some gesture that signals that the
dinosaur on the right is being talked about, but does not give away which aspect of it is being referred to. In our experiments,
the goal of the learner is to infer whether a novel word (e.g. ‘‘dax’’) means BANDANNA or HEADBAND.

1 This easy puzzle is of course distinct from the harder version, the ‘‘true’’ Quinian puzzle: that there are infinitely many
conceptually possible referring expressions that include the referent in their extension, and some of these are extensionally
identical.

2 We use the term ‘‘inference’’ to distinguish between the process of figuring out what a word means and the later retention of
that meaning. Retention is a necessary component of learning (and there may be cases, for example ostensive naming, where
retention is the only component of learning). Nevertheless, we are interested here in the process of inference in ambiguous
situations. We also note that the use of the term ‘‘inference’’ does not connote to us that the psychological computation is
necessarily symbolic or logical. Statistical inferences of the type described below can be instantiated in probabilistic logics, neural
networks, or just about any other formalism (MacKay, 2003).
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Nevertheless, figuring out what an individual word means can be a surprisingly difficult puzzle. In
Quine’s (1960) classic example, he considers an anthropologist who observes a white rabbit running
by. One of his subjects points and says ‘‘gavagai.’’ Even assuming that the anthropologist interprets the
pointing gesture as a signal of reference (Tomasello, 2008; Wittgenstein, 1953), he must still infer
which property of the rabbit the word refers to. Some properties may be logically impossible to distin-
guish from one another—think ‘‘rabbit’’ and ‘‘undetached mass of rabbit parts.’’ But beyond these
philosophical edge cases, even useful properties can be strikingly difficult to distinguish: how can
he decide between ‘‘rabbit,’’ ‘‘animal,’’ ‘‘white,’’ ‘‘running,’’ or even ‘‘dinner’’? We can think of this as
an easy—but perhaps more common—version of the Quinian puzzle: For any known referent (the rab-
bit), there are many conceptually natural referring expressions that include the referent in their exten-
sion (Gleitman & Gleitman, 1992).1 Our argument here is that many of these can be ruled out on
pragmatic grounds, by considering the communicative context and the goals of the speaker.

Language learners have many tools at their disposal to help them limit the possibilities, including
patterns of consistent co-occurrence (Yu & Smith, 2007), the contrasting meanings of other words they
have learned (Clark, 1988; Markman & Wachtel, 1988), and the syntactic structure in which the word
appears (Gleitman, 1990). In the current work, however, we consider cases where these strategies are
ineffective, yet learners can nevertheless infer word meanings by considering the speaker’s commu-
nicative goal.2 These are cases where the pragmatics of the situation—roughly speaking, the fact that
a particular communicator is trying to achieve a particular goal in this context, and that he or she is fol-
lowing a rational strategy to do so—help in inferring word meaning. In our Quinian example, the intui-
tion we are pursuing is that the anthropologist may consider information necessary in the context in
assigning a tentative meaning to ‘‘gavagai.’’ If the white rabbit is tailed by a brown one, perhaps ‘‘gava-
gai’’ means WHITE, while in the absence of such a context, a basic level object label might be more
appropriate.

Fig. 1. An example stimulus item for our experiments. The arrow represents a point or some gesture that signals that the
dinosaur on the right is being talked about, but does not give away which aspect of it is being referred to. In our experiments,
the goal of the learner is to infer whether a novel word (e.g. ‘‘dax’’) means BANDANNA or HEADBAND.

1 This easy puzzle is of course distinct from the harder version, the ‘‘true’’ Quinian puzzle: that there are infinitely many
conceptually possible referring expressions that include the referent in their extension, and some of these are extensionally
identical.

2 We use the term ‘‘inference’’ to distinguish between the process of figuring out what a word means and the later retention of
that meaning. Retention is a necessary component of learning (and there may be cases, for example ostensive naming, where
retention is the only component of learning). Nevertheless, we are interested here in the process of inference in ambiguous
situations. We also note that the use of the term ‘‘inference’’ does not connote to us that the psychological computation is
necessarily symbolic or logical. Statistical inferences of the type described below can be instantiated in probabilistic logics, neural
networks, or just about any other formalism (MacKay, 2003).
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assigning a tentative meaning to ‘‘gavagai.’’ If the white rabbit is tailed by a brown one, perhaps ‘‘gava-
gai’’ means WHITE, while in the absence of such a context, a basic level object label might be more
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1 This easy puzzle is of course distinct from the harder version, the ‘‘true’’ Quinian puzzle: that there are infinitely many
conceptually possible referring expressions that include the referent in their extension, and some of these are extensionally
identical.

2 We use the term ‘‘inference’’ to distinguish between the process of figuring out what a word means and the later retention of
that meaning. Retention is a necessary component of learning (and there may be cases, for example ostensive naming, where
retention is the only component of learning). Nevertheless, we are interested here in the process of inference in ambiguous
situations. We also note that the use of the term ‘‘inference’’ does not connote to us that the psychological computation is
necessarily symbolic or logical. Statistical inferences of the type described below can be instantiated in probabilistic logics, neural
networks, or just about any other formalism (MacKay, 2003).

M.C. Frank, N.D. Goodman / Cognitive Psychology 75 (2014) 80–96 81

= 1
4



Core features of the RSA model

• Communication involves inferring hidden causes of observable behaviours


• It’s an inference problem


• Speakers design utterances for their listeners in order to convey an intended 
meaning


• Hearers assume that speakers are doing this



Literal listener 
L0

Pragmatic speaker 
S1

“Blah blah”



word learning scenarios, suggesting a possible unification between single-trial ‘‘pragmatic’’ inferences
(described here) and multi-trial ‘‘cross situational’’ inferences (Frank, Goodman, & Tenenbaum, 2009;
Yu and Smith, 2007).

Nevertheless, the encoding of context in that model remains as schematic as the one presented
here, leaving richer representations of context as another challenge for future work. In more complex
environments we expect that performance (especially children’s performance) would suffer. Toward
the goal of understanding this prediction, Vogel, Emilsson, Frank, Jurafsky, and Potts (2014) presented
a model that relied on a neural-network representation of pragmatic reasoning and showed more
graded generalization across contexts. The focus of that work was on understanding the depth of par-
ticipants’ pragmatic reasoning (how deeply they reason about others’ beliefs), but the same model
might provide a platform for understanding how pragmatic computations would scale to larger or
more naturalistic scenarios.

Children can make many partial solutions to the Quinian puzzle of ambiguity, employing strategies
from cross-situational observation to disambiguation with prior linguistic knowledge, and such strat-
egies can be very helpful. Yet there are still many examples where they fail, including the cases stud-
ied here. We have argued that cases where other strategies fail may still be disambiguated by
considering the speaker’s pragmatic goals. In fact, as we have argued elsewhere (Frank, Goodman, &
Tenenbaum, 2009), this consideration of the speaker’s communicative goals may form a broader
strategy for language acquisition, accounting for other phenomena as a byproduct of statistical
inference over social representations.
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Appendix A. Materials

Stimulus items for all four target items in each of the experiments are shown in Fig. A.1. For each
stimulus item (robots, dinosaurs, rockets, and bears), there were two possible features: robots had an
antenna and a screen, dinosaurs had a bandanna and a headband, rockets had an antenna and a
window, and bears had a club and a headdress.

Fig. A.1. One version of all four stimuli for target trials in Experiments.
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“This is a robot with a fep”

Option 1: “fep” means antenna 

Option 2: “fep” means swirly chest thing



Frank & Goodman (2014): Learning from a rational 
speaker

• PS1(utterance|meaning)


• PS1(utterance|meaning, lexicon)

Nevertheless, figuring out what an individual word means can be a surprisingly difficult puzzle. In
Quine’s (1960) classic example, he considers an anthropologist who observes a white rabbit running
by. One of his subjects points and says ‘‘gavagai.’’ Even assuming that the anthropologist interprets the
pointing gesture as a signal of reference (Tomasello, 2008; Wittgenstein, 1953), he must still infer
which property of the rabbit the word refers to. Some properties may be logically impossible to distin-
guish from one another—think ‘‘rabbit’’ and ‘‘undetached mass of rabbit parts.’’ But beyond these
philosophical edge cases, even useful properties can be strikingly difficult to distinguish: how can
he decide between ‘‘rabbit,’’ ‘‘animal,’’ ‘‘white,’’ ‘‘running,’’ or even ‘‘dinner’’? We can think of this as
an easy—but perhaps more common—version of the Quinian puzzle: For any known referent (the rab-
bit), there are many conceptually natural referring expressions that include the referent in their exten-
sion (Gleitman & Gleitman, 1992).1 Our argument here is that many of these can be ruled out on
pragmatic grounds, by considering the communicative context and the goals of the speaker.

Language learners have many tools at their disposal to help them limit the possibilities, including
patterns of consistent co-occurrence (Yu & Smith, 2007), the contrasting meanings of other words they
have learned (Clark, 1988; Markman & Wachtel, 1988), and the syntactic structure in which the word
appears (Gleitman, 1990). In the current work, however, we consider cases where these strategies are
ineffective, yet learners can nevertheless infer word meanings by considering the speaker’s commu-
nicative goal.2 These are cases where the pragmatics of the situation—roughly speaking, the fact that
a particular communicator is trying to achieve a particular goal in this context, and that he or she is fol-
lowing a rational strategy to do so—help in inferring word meaning. In our Quinian example, the intui-
tion we are pursuing is that the anthropologist may consider information necessary in the context in
assigning a tentative meaning to ‘‘gavagai.’’ If the white rabbit is tailed by a brown one, perhaps ‘‘gava-
gai’’ means WHITE, while in the absence of such a context, a basic level object label might be more
appropriate.

Fig. 1. An example stimulus item for our experiments. The arrow represents a point or some gesture that signals that the
dinosaur on the right is being talked about, but does not give away which aspect of it is being referred to. In our experiments,
the goal of the learner is to infer whether a novel word (e.g. ‘‘dax’’) means BANDANNA or HEADBAND.

1 This easy puzzle is of course distinct from the harder version, the ‘‘true’’ Quinian puzzle: that there are infinitely many
conceptually possible referring expressions that include the referent in their extension, and some of these are extensionally
identical.

2 We use the term ‘‘inference’’ to distinguish between the process of figuring out what a word means and the later retention of
that meaning. Retention is a necessary component of learning (and there may be cases, for example ostensive naming, where
retention is the only component of learning). Nevertheless, we are interested here in the process of inference in ambiguous
situations. We also note that the use of the term ‘‘inference’’ does not connote to us that the psychological computation is
necessarily symbolic or logical. Statistical inferences of the type described below can be instantiated in probabilistic logics, neural
networks, or just about any other formalism (MacKay, 2003).
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“dax”

• Candidate Lexicon 1: dax = “headband”


• Candidate Lexicon 2: dax = “bandana”

Nevertheless, figuring out what an individual word means can be a surprisingly difficult puzzle. In
Quine’s (1960) classic example, he considers an anthropologist who observes a white rabbit running
by. One of his subjects points and says ‘‘gavagai.’’ Even assuming that the anthropologist interprets the
pointing gesture as a signal of reference (Tomasello, 2008; Wittgenstein, 1953), he must still infer
which property of the rabbit the word refers to. Some properties may be logically impossible to distin-
guish from one another—think ‘‘rabbit’’ and ‘‘undetached mass of rabbit parts.’’ But beyond these
philosophical edge cases, even useful properties can be strikingly difficult to distinguish: how can
he decide between ‘‘rabbit,’’ ‘‘animal,’’ ‘‘white,’’ ‘‘running,’’ or even ‘‘dinner’’? We can think of this as
an easy—but perhaps more common—version of the Quinian puzzle: For any known referent (the rab-
bit), there are many conceptually natural referring expressions that include the referent in their exten-
sion (Gleitman & Gleitman, 1992).1 Our argument here is that many of these can be ruled out on
pragmatic grounds, by considering the communicative context and the goals of the speaker.

Language learners have many tools at their disposal to help them limit the possibilities, including
patterns of consistent co-occurrence (Yu & Smith, 2007), the contrasting meanings of other words they
have learned (Clark, 1988; Markman & Wachtel, 1988), and the syntactic structure in which the word
appears (Gleitman, 1990). In the current work, however, we consider cases where these strategies are
ineffective, yet learners can nevertheless infer word meanings by considering the speaker’s commu-
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lowing a rational strategy to do so—help in inferring word meaning. In our Quinian example, the intui-
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• Candidate Lexicon 1: dax = “headband”


• Candidate Lexicon 2: dax = “bandana”
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Frank & Goodman (2014): even quite 
young children can do this inference

Materials for the inference trials were identical to those used in Experiment 1; filler trials used
monkeys, dogs, cell phones, and cats as the objects. Novel words were ‘‘tupe,’’ ‘‘sep,’’ ‘‘zef,’’ ‘‘gabo,’’
‘‘dax,’’ ‘‘fid,’’ ‘‘keet,’’ and ‘‘toma.’’ We counterbalanced trial order, target position in both training
and test trials (crossed), and which feature was the target. Features were chosen to be equally salient
based on pilot studies using the same paradigm.

4.2. Results and discussion

If children were able to make use of the relative informativeness of the two possible word mean-
ings, they should choose the more informative word meaning significantly more often than chance.
Congruent with this hypothesis, we found that in inference trials, children chose the unique feature
(the one that would have been more informative to name in this context) the majority of time
(3–4 year olds: M = 81%, SD = 39% and 4–5 year olds: M = 88%, SD = 33%) and nearly as often as they
chose the correct feature in filler trials (3–4 year olds: M = 83%, SD = 38% and 4–5 year olds:
M = 94%, SD = 24%). Results are shown in Fig. 3, left. These data suggest that children in our task were
sensitive to the contextual distribution of features, even though the literal meaning of the utterance
did not strictly rule out the non-unique feature.

To quantify the reliability of this pattern, we fit a logistic mixed effects model (Gelman & Hill, 2006;
Jaeger, 2008) to children’s responses, with age group and condition as fixed effects, and with random
effects of condition fit for each participant and each target item (a ‘‘maximal’’ random effect structure
Barr, Levy, Scheepers, & Tily, 2013). The resulting coefficient estimates suggested that three-year-olds
(the reference level) were above chance in their responding on inference trials (b ¼ 1:74; z ¼ 3:70;
p ¼ :0002). There was also a significant coefficient indicating higher performance on filler trials
(b ¼ 4:66; z ¼ 1:92; p ¼ :02). In this study there was no significant effect of age group (b ¼ :47;
z ¼ :67; p ¼ :51). A model with an interaction term did not provide a better fit (v2ð1Þ ¼ :16; p ¼ :69),
though under this model the coefficient estimate for filler trials was slightly lower and only trended
towards significance (b ¼ 3:91; p ¼ :09); the reliability of other results did not change.

Evidence from this study suggests that children successfully mapped words to features that would
have been more likely to be named by an informative speaker. The mean proportion of informative-
ness-congruent judgements by children in both groups was actually higher than the strict probability
assigned by our model (67%) and higher than that assigned by adults in the betting task in Experiment
1. There are several reasons to be cautious about this kind of quantitative interpretation, however. The
context of Experiment 2 was far less stripped down than that of Experiment 1, and the linguistic frame
for the novel label encouraged a contrastive reading (something we investigate in Experiment 3). In
addition, the two-alternative forced choice measure might have led children to maximize, more con-
sistently choosing the highest-probability of the two alternatives (Hudson-Kam & Newport, 2005).
Thus, although the evidence strongly points in favor of informativeness, we do not believe a quanti-
tative interpretation is warranted.
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Fig. 3. Data from Experiments 2 and 3. Mean proportion correct is plotted by age group for both filler and inference trials. The
dashed line shows chance performance. Error bars show 95% confidence intervals, computed via a non-parametric bootstrap
over participant means.
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networks, or just about any other formalism (MacKay, 2003).
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Summary and next up

• Communication as another inference problem


• Rational speakers will avoid in-context ambiguity


• And rational listeners can exploit this during communication and learning

• Read Frank & Goodman (2014) and, optionally, Goodman & Frank (2016)


• Links from course webpage


• Thursday and Friday: lab on the RSA model
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